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Introduction 
Quantum mechanics plays an essential role in modern semiconductor heterostructure devices. 
The spatial dimensions of such devices are frequently on the scale of just Angstroms.  In the 
domain of microscopic structures with dimensions comparable to the electron de Broglie 
wavelength, size quantization occurs. Classical and semi-classical physics no longer gives a 
correct description of many physical processes. The inclusion of quantum mechanical principles 
becomes mandatory and provides a most useful description of many physical processes in 
electronic and photonic heterostructure devices. 

Professors, educators, and students in all countries are welcome to use this manuscript as a 
textbook for their classes. Particularly suited are classes that teach the fundamentals of 
microelectronic and photonic solid-state devices. I have used this text for several years in a 
course entitled: “Physical Foundations of Solid-State Devices” that is being taught to beginning 
graduate and advanced undergraduate students at RPI. The text should be of particular interest to 
students in Electrical Engineering, Applied Physics, Materials Science, and Microelectronics and 
Photonics.  

I wish to thank all those who have contributed to this text through numerous valuable 
comments.  
 
 E. F. Schubert, December 2006 
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Classical mechanics and the advent of quantum mechanics 
 
 

1.1 Newtonian mechanics 
The principles of classical mechanics do not provide the correct description of physical 
processes if very small length or energy scales are involved. Classical or newtonian mechanics 
allows a continuous spectrum of energies and allows continuous spatial distribution of matter. 
For example, coffee is distributed homogeneously within a cup. In contrast, quantum mechanical 
distributions are not continuous but discrete with respect to energy, angular momentum, and 
position. For example, the bound electrons of an atom have discrete energies and the spatial 
distribution of the electrons has distinct maxima and minima, that is, they are not 
homogeneously distributed. 

Quantum-mechanics does not contradict newtonian mechanics. As will be seen, quantum-
mechanics merges with classical mechanics as the energies involved in a physical process 
increase. In the classical limit, the results obtained with quantum mechanics are identical to the 
results obtained with classical mechanics. This fact is known as the correspondence principle. 

In classical or newtonian mechanics the instantaneous state of a particle with mass m is fully 
described by the particle’s position [x(t), y(t), z(t)] and its momentum [px(t), py(t), pz(t)]. For the 
sake of simplicity, we consider a particle whose motion is restricted to the x-axis of a cartesian 
coordinate system. The position and momentum of the particle are then described by x(t) and 
p(t) = px(t). The momentum p(t) is related to the particle’s velocity v(t) by 
p(t) = m v(t) = m [dx(t) / dt] . It is desirable to know not only the instantaneous state-variables x(t) 
and p(t), but also their functional evolution with time. Newton’s first and second law enable us to 
determine this functional dependence. Newton’s first law states that the momentum is a constant, 
if there are no forces acting on the particle, i. e. 

 const.
d

)(d)()( ===
t
txmtvmtp  (1.1) 

Newton’s second law relates an external force, F, to the second derivative of the position x(t) 
with respect to t, 

 am
t

txmF == 2

2

d
)(d  (1.2) 

where a is the acceleration of the particle. Newton’s first and second law provide the state 
variables x(t) and p(t) in the presence of an external force.  
 
Exercise 1: Resistance to Newton’s and Kepler’s laws. Newton’s laws were greeted with 
skepticism. Newton postulated that a body continues its uniform motion if there are no forces 
acting on the body. Opposing contemporaries argued that this would be counter-intuitive and in 
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utter conflict with daily experience: A carriage must be constantly pulled by horses for the 
carriage to move at a constant velocity (see Fig. 1.1). They further argued that as soon as the 
horses would stop pulling the carriage, it would rest!   

 

What was erroneous in the arguments brought forward by Newton’s critics? 
 

Solution: Newton’s critics failed to take into account friction forces.  
 
Kepler was greeted with skepticism as well. Not understood by the citizens of the village he was 
born in, they turned against his mother and accused her of being a witch. Despite the threat of 
torture, she did not admit to being a witch. Kepler’s intervention helped to set her free after she 
was kept in jail for 14 months. She died six months after her release.    
 
 

1.2 Energy 
Newton’s second law is the basis for the introduction of work and energy. Work done by moving 
a particle along the x axis from 0 to x by means of the force F(x) is defined as 

 xxFxW
x

d)()(
0∫=  . (1.3) 

The energy of the particle increases by the (positive) value of the integral given in Eq. (1.3). The 
total particle energy, E, can be (i) purely potential, (ii) purely kinetic, or (iii) a sum of potential 
and kinetic energy. If the total energy of the particle is a purely potential energy, U(x), then 
W(x) = − U(x) and one obtains from Eq. (1.3) 

 )(
d
d)( xU
x

xF −=  . (1.4) 

If, on the other hand, the total energy is purely kinetic, Eq. (1.2) can be inserted in the energy 
equation, Eq. (1.3), and one obtains with (d2

 / dt2) x  =  v(d / dx) v 

 
m
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If no external forces act on the particle, then the total energy of the particle is a constant and is 
the sum of potential and kinetic energy  

 )(
2
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2

kintotal xU
m

pxUEE +=+=  . (1.6) 



Chapter 1 – Classical mechanics and the advent of quantum mechanics 

© E. F. Schubert Chapter 1 – page 3

An example of a one-dimensional potential function is shown in Fig. 1.2. Consider a 
classical object, e. g. a soccer ball, positioned on one of the two slopes of the potential, as shown 
in Fig. 1.2. Once the ball is released, it will move downhill with increasing velocity, reach the 
maximum velocity at the bottom, and move up on the opposite slope until it comes to a 
momentary complete stop at the classical turning point. At the turning point, the energy of the 
ball is purely potential. The ball then reverses its direction of motion and will move again 
downhill. In the absence of friction, the ball will continue forever to oscillate between the two 
classical turning points. The total energy of the ball, i. e. the sum of potential and kinetic energy 
remains constant during the oscillatory motion as long as no external forces act on the object. 

 

 
1.3 Hamiltonian formulation of newtonian mechanics 

Equations (1.1) and (1.2) are known as the newtonian formulation of classical mechanics. The 
hamiltonian formulation of classical mechanics has the same physical content as the newtonian 
formulation. However, the hamiltonian formulation focuses on energy. The hamiltonian 
function H(x, p) is defined as the total energy of a system 

 )(
2

),(
2

xU
m

ppxH += . (1.7) 

The partial derivatives of the hamiltonian function with respect to x and p are given by  

 )(
d
d),( xU
x

pxH
x

=
∂
∂  (1.8) 

 
m
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Employing these partial derivatives and Eqs. (1.1) and (1.4), one obtains two equations, which 
are known as the hamiltonian equations of motion: 
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Formally, the linear Eq. (1.1) and the linear, second order differential Eq. (1.2) have been 
transformed into the two linear, first order partial differential Eqs. (1.10) and (1.11). Despite this 
formal difference, the physical content of the newtonian and the hamiltonian formulation is 
identical. 
 

1.4 Breakdown of classical mechanics 
One of the characteristics of classical mechanics is the continuous, non-discrete nature of its 
variables position, x(t), and momentum, p(t). That is, a particle can have any (non-relativistic) 
momentum with no restrictions imposed by the axioms of classical mechanics. A second 
characteristic of classical mechanics is the deterministic nature of time dependent processes. 
Once initial conditions of a mechanical problem are known (that is the position and momentum 
of all particles of the system), the subsequent evolution of particle motion can be predetermined 
according to the hamiltonian or newtonian equations of motion. In its final consequence, 
determinism would predetermine the entire universe from its birth to its death. However, 
quantum-mechanics shows, that physical processes are not predetermined in a mathematically 
exact sense. As will be seen later, the determinism inherent to newtonian mechanics is in conflict 
with with quantum mechanics. 

Quantum mechanical principles were first postulated by Planck to explain the black-body 
radiation. At the end of the 19th century, scientists tried to explain the emission intensity 
spectrum of a black body with temperature T. A black body is defined as a perfectly absorbing, 
non-reflecting body. The intensity spectrum I(λ) (in Watts per unit surface area of the black body 
and per unit wavelength) was experimentally found to be the same for all black bodies at the 
same temperature, as predicted by arguments based on thermodynamics. The spectral intensity of 
black-body radiation as a function of wavelength is shown in Fig. 1.3 for different temperatures. 

Rayleigh and Jeans predicted a law based on laws of mechanics, electromagnetic theory and 
statistical thermodynamics. The Rayleigh-Jeans formula is given by 

 2
2)(
λ

π
=λ

TkI  (1.12) 

where k is Boltzmann’s constant. However, this formula yielded agreement with experiments 
only for long wavelengths. For short wavelengths, namely in the ultraviolet region, the formula 
has a singularity, i. e. I(λ → 0) → ∞. Thus, the formula cannot be physical meaningful and this 
non-physical phenomenon has been called the “UV catastrophe”.  

Planck (1900) postulated that the oscillating atoms of a black body radiate energy only in the 
discrete, i. e. quantized amounts 

 LhhhLhhh ,23,22,2,3,2,
λ
π

λ
π

λ
π

=ωωω= cccE  (1.13) 

where ħ = h / (2π)  is Planck’s constant divided by 2π, c is the velocity of light, and  ω = 2π f  is 
the intrinsic angular frequency of the radiating oscillators. The quantum constant or Planck’s 
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constant has a value of 

 Js1005.1)2(/ 34−×=π= hh . (1.12) 

Employing this postulate in the black-body radiation problem, Planck obtained the following 
formula for the spectral intensity distribution of a black body at temperature T 
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Planck’s law of black body radiation was in agreement with experimental observations. The 
maximum intensity of radiation can be deduced from Eq. (1.15) and it occurs at the wavelengths 
given by Wien’s law 

 Km2880const.max μ==λ T . (1.16) 

This law predicts that the maximum intensity shifts to the blue spectral region as the temperature 
of the black body is increased. The energy of the black body radiation at the intensity maximum 
is given by Emax = h c / λmax and Emax equals about five times the thermal energy, that is 
Emax = 4.98 kT. Several black body radiation spectra are shown in Fig. 1.3. 

Planck’s postulate of discrete, allowed energies of atomic oscillators as well as of forbidden, 
or disallowed energies marks the historical origin of quantum mechanics. It took scientists 
several decades to come to a complete understanding of quantum mechanics. In the following, 
the basic postulates of quantum mechanics will be summarized and their implications will be 
discussed. 
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Exercise 2: The color of hot objects. If an object gets sufficiently hot, it appears to the human 
eye, to glow in the red region of the visible spectrum. Assume that the emission spectrum of the 
hot object peaks at a wavelength of 650 nm. Calculate the temperature of the object. 
 

Solution: The temperature of the hot object is 4431 K.  
 
As the temperature of the object is increased further, the glow changes from the reddish to a 
yellowish color. At even higher temperatures, the light emitted by the object changes to a white 
glow. Explain these experimental observations based on the black body radiation.  

 
 Solution: As the temperature of the black body increases, the peak wavelength shifts from the 

infrared into the visible and ultimately into the ultraviolet. At low temperatures, only the 
short-wavelength tail of the radiation reaches into the visible spectrum and the body 
therefore appears as red. When the black body is at sufficiently high temperatures, the 
emission spectrum covers the entire visible spectrum and the body appears as white.  

 
Thermal and night-vision imaging systems can detect the thermal radiation emitted by hot 
electronic components or by humans, as shown in Fig. 1.4. What is the peak wavelength of 
planckian emission of a hot electronic component of 100 °C and a human body at 37 °C? 
 

Solution: The peak emission wavelength of the electronic component and human body is 
7.7 μm and 9.3 μm, respectively. 

 
Why is a planckian radiator assumed to be perfectly black? 

 
 Solution: This assumption is made to ensure that the body does not reflect light. If the body 

were not perfectly black, it would reflect light thereby appearing in a certain color even if it 
were at 0 K.  

 
How do we call planckian radiation in ordinary language? 

 
 Solution: Heat glow or incandescence.  
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2 
 
 

The postulates of quantum mechanics 
 
 

2.1 The five postulates of quantum mechanics 
The formulation of quantum mechanics, also called wave mechanics focuses on the wave 
function, Ψ(x, y, z, t), which depends on the spatial coordinates x, y, z, and the time t. In the 
following sections we shall restrict ourselves to one spatial dimension x, so that the wave 
function depends solely on x. An extension to three spatial dimensions can be done easily. The 
wave function Ψ(x, t) and its complex conjugate Ψ *(x, t) are the focal point of quantum 
mechanics, because they provide a concrete meaning in the macroscopic physical world: The 
product Ψ *(x, t)  Ψ(x, t) dx is the probability to find a particle, for example an electron, within 
the interval x and x + dx. The particle is described quantum mechanically by the wave function 
Ψ(x, t). The product Ψ*(x, t)  Ψ(x, t) is therefore called the window of quantum mechanics to 
the real world. 

Quantum mechanics further differs from classical mechanics by the employment of 
operators rather than the use of dynamical variables. Dynamical variables are used in classical 
mechanics, and they are variables such as position, momentum, or energy. Dynamical variables 
are contrasted with static variables such as the mass of a particle. Static variables do not change 
during typical physical processes considered here. In quantum mechanics, dynamical variables 
are replaced by operators which act on the wave function. Mathematical operators are 
mathematical expressions that act on an operand. For example, (d / dx) is the differential 
operator. In the expression (d / dx) Ψ(x, t), the differential operator acts on the wave function, 
Ψ(x, t), which is the operand. Such operands will be used to deduce the quantum mechanical 
wave equation or Schrödinger equation. 

The postulates of quantum mechanics cannot be proven or deduced. The postulates are 
hypotheses, and, if no violation with nature (experiments) is found, they are called axioms, i. e. 
non-provable, true statements. 
 

Postulate 1 
The wave function Ψ(x, y, z, t) describes the temporal and spatial evolution of a quantum-
mechanical particle. The wave function Ψ(x, t) describes a particle with one degree of freedom 
of motion. 
 

Postulate 2 
The product Ψ* (x, t)  Ψ(x, t) is the probability density function of a quantum-mechanical particle. 
Ψ*(x, t)  Ψ(x, t) dx is the probability to find the particle in the interval between x and x + dx. 
Therefore, 

 1d),(),(* =ΨΨ∫
∞

∞−
xtxtx  (2.1) 
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If a wave function Ψ(x, t) fulfills Eq. (2.1), then Ψ(x, t) is called a normalized wave function. 
Equation (2.1) is the normalization condition and implies the fact that the particle must be 
located somewhere on the x axis. 
 

Postulate 3 
The wave function Ψ(x, t) and its derivative (∂ / ∂x) Ψ(x, t) are continuous in an isotropic 
medium. 

 ),(),(lim 0
0

txtx
xx

Ψ=Ψ
→

 (2.2) 
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xxxx
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∂
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In other words, Ψ(x, t) is a continuous and continuously differentiable function throughout 
isotropic media. Furthermore, the wave function has to be finite and single valued throughout 
position space (for the one-dimensional case, this applies to all values of x). 
 

Postulate 4 
Operators are substituted for dynamical variables. The operators act an the wave function Ψ(x, t). 
In classical mechanics, variables such as the position, momentum, or energy are called 
dynamical variables. In quantum mechanics operators rather than dynamical variables are 
employed. Table 2.1 shows common dynamical variables and their corresponding quantum-
mechanical operators 
 

Dynamical variable in 
classical mechanics 

Quantum-mechanical 
operator 

 

x x  (2.4)

f(x) f(x)  (2.5)

p
 

x∂
∂

i
h   (2.6)

f(p)
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Etotal
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−
i
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Table 2.1: Dynamical variables and their corresponding quantum-mechanical operators. 

 
We next substitute quantum mechanical operators for dynamical variables in the total energy 
equation (see Eq. 1.2.6) 

 total
2
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2
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Using the substitutions of Eqs. (2.4) to (2.8), and inserting the operand Ψ(x, t), one obtains the 
Schrödinger or quantum mechanical wave equation 

 ),(
i

),()(),(
2 2

22
tx

t
txxUtx

xm
Ψ

∂
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−=Ψ+Ψ
∂

∂
−

hh . (2.10) 

The Schrödinger equation is, mathematically speaking, a linear, second order, partial differential 
equation. 
 

Postulate 5 
The expectation value, 〈ξ〉, of any dynamical variable ξ, is calculated from the wave function 
according to 

 xtxtx d),(),( op
* ΨξΨ=ξ ∫

∞

∞−
 (2.11) 

where ξop is the operator of the dynamical variable ξ. The expectation value of a variable is also 
referred to as average value or ensemble average, and is denoted by the triangular brackets 〈…〉. 
Equation (2.11) allows one to calculate expectation values of important quantities, such as the 
expectation values for position, momentum, potential energy, kinetic energy, etc. 
 
 
 
The five postulates are a concise summary of the principles or quantum mechanics. The 
postulates have severe implications on the interpretation of microscopic physical processes. On 
the other hand, quantum-mechanics smoothly merges into newtonian mechanics for macroscopic 
physical processes. 

The wave function Ψ(x, t) depends on time. As will be seen in the Section on Schrödinger’s 
equation, the time dependence of the wave function can be separated from the spatial 
dependence. The wave function can then be written as 

 txtx ωψ=Ψ ie)(),(  (2.12) 

where  ψ(x) is stationary and it depends only on the spatial coordinate. The harmonic time 
dependence of Ψ(x, t) is expressed by the exponential factor exp (i ω t). 

An example of a stationary wave function is shown in Fig. 2.1 and this wave function is used 
to illustrate some of the implications of the five postulates. It is assumed that a particle is 
described by the wave function 

 )cos1()( xAx +=ψ  for   ⎢x ⎢ <  π     (2.13) 

 

 0)( =ψ x  for   ⎢x ⎢ ≥  π . (2.14) 

According to the second postulate, the wave function must be normalized, i. e. 

 1d)()(* =ψψ∫
∞

∞−
xxx  . (2.15) 



Chapter 2 – The postulates of quantum mechanics 

© E. F. Schubert Chapter 2 – page 4

 

This condition yields the constant π= 3/1A  and thus the normalized wave function is given 
by 

 )cos1(
3
1)( xx +
π

=ψ  for   ⎢x ⎢ <  π (2.16) 

 0)( =ψ x  for   ⎢x ⎢ ≥  π . (2.17) 

Note that ψ(x) is a continuous function and is continuously differentiable throughout position 
space. 

The potential energy of the particle, whose wave function is given by Eqs. (2.16) and (2.17), 
has a minimum probably around x = 0. A guess of such a potential is shown in the lower part of 
Fig. 2.1. A particle in such a potential experiences a force towards the potential minimum (see 
Eq. 2.4). Therefore, the corresponding wave function will be localized around the potential-
minimum. 

Next some expectation values associated with wave function shown in Fig. 2.1 will be 
calculated using the fifth Postulate. The position expectation value of a particle described by the 
wave function ψ(x) is given by  

 xxxxx d)()(* ψψ= ∫
∞

∞−
. (2.18) 

Note that x is now an operator, which acts on the wave function ψ(x). Note further that x ψ(x) is 
an odd-symmetry function, and, since ψ*(x) is an even-symmetry function, the integrand 
ψ*(x) x ψ(x) is again an odd-symmetry function function. The integral over an odd function is 
zero, i. e. 

 0=x . (2.19) 

Thus, the expectation value of the position is zero. In other words, the probability to find the 
particle at any given time is highest at x = 0. 
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It is interesting to know, how far the wave function is distributed from its expectation value. 
In statistical mathematics, the standard deviation of any quantity, e. g. ξ, is defined as 

 22 ξ−ξ  . (2.20) 

A measure of the spatial extent of the wave function is the standard deviation of the position of 
the particle. Hence, the spatial standard deviation of the particle on the x axis is given by 

 22 xx −=σ  . (2.21) 

With 〈x〉 = 0 one obtains 

 
2
5

3
d)()(

2
2*2 −

π
=ψψ= ∫

π

π−

xxxxx  . (2.22) 

The standard deviation σ = ( 〈x2〉 − 〈x〉2
 )1/2  = ( 〈x2〉 )1/2   is shown in Fig. 2.1 and it is a measure 

of the spatial extent of the wave function. 
The expectation value of the particle momentum can be determined in an analogous way 

 xx
x

xp d)(
i

)(* ψ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

ψ= ∫
∞

∞−

h . (2.23) 

Evaluation of the integral yields 〈p〉 = 0. In other words, the particle has no net momentum and it 
remains spatially at the same location, which is evident for a stationary wave function. 

Similarly, the expectation values of kinetic energy, potential energy, and total energy can be 
calculated if ψ(x) and U(x) are known. The expectation values of these quantities are given by: 

Kinetic energy: xx
xm

x
m

pE d)(
2

)(
2 2

22
*

2
kin ψ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

∂−
ψ== ∫

∞

∞−

h  (2.24) 

Potential energy: xxxUxU d)()()(* ψψ= ∫
∞

∞−
 (2.25) 

 
Total energy: 

 xxxU
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22
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kintotal ψ
⎥
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⎤

⎢
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⎣

⎡
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∂−
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∞

∞−

h  (2.26) 

The evaluation of the equations yields that the expectation values of the kinetic, potential, and 
total energy of the particle are finite and non-zero.  
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2.2 The de Broglie hypothesis 
The de Broglie hypothesis (de Broglie, 1923) is a significant milestone in the development of 
quantum mechanics because the dualism of waves and matter finds its synthesis in this 
hypothesis. Typical physical properties that had been associated with matter, before the advent 
of quantum mechanics, were mass, velocity, and momentum. On the other hand, wavelength, 
phase-velocity, and group-velocity had been associated with waves. The bridge between the 
world of waves and the corpuscular world is the de Broglie relation  

 ph /=λ  (2.27) 

which attributes a vacuum wavelength λ to a particle with momentum p. This relation, which de 
Broglie postulated in 1923, can also be written as 

 kp h=  (2.28) 

where k = 2 π / λ  is the wavenumber. The kinetic energy of a classical particle can then be 
expressed in terms of its wavenumber, that is 

 
m
k

m
pE

22

222
kin

h
== . (2.29) 

Four years after de Broglie’s hypothesis, Davisson and Germer (1927) demonstrated 
experimentally that a wavelength can be attributed to an electron, i. e. a classical particle. They 
found, that a beam of electrons with momentum p and wavelength was diffracted by a Ni-crystal 
the same way as x-rays of the same wavelength λ. The relation between electron momentum p 
and the x-ray wavelength λ, which yields the same diffraction pattern, is given by the de Broglie 
equation, Eq. (2.27). Thus, a bridge between particles and waves had been built. No longer could 
one think of electrons as pure particles or x-rays as pure waves. The nature of small particles has 
both, particle-like and wave-like characteristics. Analogously, a wave has both, wave-like and 
particle-like characteristics. This fact is known as the dual nature of particles and waves.  
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A simple diffraction experiment is illustrated in Fig. 2.2 which shows a beam of particles 
incident on a screen having a narrow slit. A diffraction pattern is detected on a screen behind the 
slit as shown in the lower part. Electrons and x-rays with the same energy generate the same 
diffraction pattern. The diffraction pattern can be calculated by taking into account the 
constructive and destructive interference of waves. 

The Davisson and Germer experiment further shows that the deterministic nature of classical 
mechanics is not valid for quantum mechanical particles. No longer is it possible to predict or 
calculate the exact trajectory of a particle. Instead, one can only calculate probabilities 
(expectation values). For example, the position expectation value of an electron passing through 
the slit of Fig. 2.2 is 〈x〉 = 0. 

 

Convincing experimental evidence of the wave nature of electrons is shown in Fig. 2.3 
which shows two very similar diffraction patterns, one obtained by a beam of x-rays and one by 
a beam of electrons when passing through an Al foil. 

 
2.3 The Bohr–Sommerfeld quantization condition 

During the years 1913–1918, Bohr developed a quantum mechanical model for the electronic 
states in a hydrogen atom (Bohr, 1913, 1918, 1922). This model supposes that the atom consists 
of a nucleus with positive charge e and one electron with charge – e. The motion of the electron 
is described by Newton’s laws of classical mechanics and a quantum condition. Bohr specifically 
postulated that an atomic system can only exist in a certain series of electronic states 
corresponding to a series of discrete values for its energy, and that consequently any change in 
energy of the system, including the emission and absorption of photons, must take place by a 
complete transition of the electron between two such states. These states are called as the 
stationary electron states of the system. Bohr further postulated that the radiation absorbed or 
emitted during a transition between two states possesses a angular frequency ω, given by the 
relation 

 ω=− hnm EE  (2.30) 

where h = h /(2π) is the reduced Planck constant and  Em  and  En  are the energies of the two 
states (the mth state and the nth state) under consideration. 

The quantum condition of Bohr can be visualized most easily in terms of the electron de 
Broglie wave orbiting the nucleus. (Historically, the de Broglie wave concept was postulated in 
1925, i. e. about a decade after the development of Bohr’s hydrogen atom model. However, the 
de Broglie wave concept is used here for convenience). Fig. 2.4 shows a circular electron orbit 
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of radius r. The electrostatic potential of the nucleus has symmetry and the electron is 
consequently moving with a constant velocity about the nucleus. Electronic orbitals are allowed, 
only if the circumference is an integer multiple of the electron de Broglie wavelength  

 λ+= )1(nS  (n = 0, 1, 2 …) (2.31) 

where n is an integer and S is the circumference of the electron orbit. If this equation is fulfilled, 
the electron de Broglie wave is interfering constructively with itself as shown in Fig. 2.4(b). 
Such orbits are called allowed orbits. If the latter equation is not fulfilled, the electron wave 
interferes destructively with itself as shown in Fig. 2.4(c). Such orbits are called forbidden or 
disallowed. 

 

 

Only circular orbits have been considered in Eq. (2.31), because the electron is assumed to 
move in a constant potential with constant momentum p = h /  λ. However, the laws of classical 
mechanics also allow elliptical orbits. For example, the laws of planetary motion (Kepler’s laws) 
allow for elliptical orbits of the planets around the sun. The nucleus is in one of the focal points 
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of the ellipse as shown in Fig. 2.5. In such elliptical orbits the momentum is a function of the 
position. It is therefore necessary to generalize the quantum condition of Eq. (2.31) in order to 
make it applicable to orbits other than circular orbits. 

A generalization of the quantum condition is obtained by first rearranging Eq. (2.31) and 
employing the wavenumber k = 2π / λ according to 

 1
2
1

+=
π

nSk  (n = 0, 1, 2 …) . (2.32) 

Because k depends on the position for elliptical orbits an integration rather than a product must 
be employed 

 )1(2d)( +π=∫ nssk
S

 (n = 0, 1, 2 …) . (2.33) 

The integral is a closed line integral along the electron orbit S. Using the de Broglie relation 
p = ħ k one obtains. 

 ) 2 1, 0,  ()1(2d)( …=+π=∫ nnssp
S

h  (2.34) 

which is known as the Bohr–Sommerfeld quantization condition. The integral ∫− ssp d)(1h  is 
called the phase integral, since it provides the phase change of the electron wave during one 
complete orbit. The phase integral must have values of multiplies of 2π in order to achieve 
constructive interference of the electron wave with itself. The properties of the hydrogen atom 
and of hydrogenic impurities are discussed in greater detail in the Chapter on hydrogenic 
impurities. 

The Bohr–Sommerfeld quantization condition has been derived for a system with three 
degrees of freedom. In a system with only one degree of freedom, the one-dimensional Bohr-
Sommerfeld condition applies. To obtain this condition the ellipse shown in Fig. 2.5(b) is 
compressed to a line on the x axis. Thus, the particle is confined to the x axis. The line-integral of 
Eq. (2.34) can then be simplified to 

 xxpxxpssp
a
b

b
aS

d)(d)(d)( ∫∫∫ +=  (2.35) 

Using the fact that the two integrals on the right-hand side of the equation are identical because 
of symmetry considerations, one obtains the one-dimensional Bohr-Sommerfeld quantization 
condition 

 ) 2 1, 0,  ()1(d)( …=+π=∫ nnxxp
b
a

h  (2.36) 

Most wave functions are oscillating functions. Oscillating functions have locations of zero 
amplitude, i. e. nodes. It is convenient to name the wave functions by the number of nodes. 
Assume, for example, n = 1. Then the phase shift in Eq. (2.36) is 2π. The corresponding wave 
function has one node. Thus the wave function with the quantum number n has n nodes. The 
quantum number is identical with the number of nodes of that wave function.  

If we choose n = 1 and assume p(x) = p = constant, then, using the de Broglie relation, 
Eq. (2.36) simplifies to 
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 λ=− ab . (2.37) 

The corresponding wave function is shown in Fig. 2.5(c), where the wave function has one node 
(n = 1) in the center. By convention, the nodes at the left and right end of the wave function are 
not counted. 
 
Exercise 1: Bohr’s hydrogen atom model. Many properties of the hydrogen atom can be 
calculated in terms of the Bohr model. It is based on classical mechanics as well as quantum 
mechanics. We assume that the electron orbits the hydrogen atom on a circular orbit with radius 
aB. The classical mechanics condition for the steady state is that the centrifugal force equals the 
centripetal (coulombic) force, i. e. 

 2
0

22

BB 4 a
e

a
vm

επ
=  (2.38) 

The quantum mechanical condition is that the electron wave must interfere constructively with 
itself (Bohr-Sommerfeld quantization condition), i. e. 

 ( ) λ+=π 12 B na  for n = 0, 1, 2 … (2.39) 

Using Eqs. (2.38) and (2.39) and the de Broglie relation, calculate the Bohr radius, electron 
potential energy, kinetic energy, and ionization energy (i. e. Rydberg energy). 
 

The results of the calculation are: 

Bohr radius: ( )
me

na 2

2
02 41B
hεπ

+=  (2.40) 

Potential energy: 
( ) ( )20

4

2pot
41

1–
hεπ+

=
me

n
E  (2.41) 

Kinetic energy: 
( ) ( )20

4

2kin
41

1
2
1

hεπ+
=

me
n

E  (2.42) 

Rydberg energy: 
( ) ( )20

4

2Ryd
41

1
2
1

hεπ+
=

me
n

E  (2.43) 

The hydrogen atom potential, and the potential, kinetic, and Rydberg energy are illustrated in 
Fig. 2.6. For the ground state of the hydrogen atom, i. e. for n = 0, one obtains: 

 aB = 0.53 Å and ERyd = 13.6 eV 
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Exercise 2: Schödinger on quantum rules. Erwin Schrödinger stated: “The appearance of 
quantum rules for the hydrogen atom is just as natural as is the existence of resonances for a 
vibrating string.” Ann. Phys. 79, 361 (1926). What are the similarities between the quantum rules 
of a hydrogen atom and a vibrating string? 

 
 Answer: In both cases, only certain modes of oscillation are allowed. For a vibrating string, 

we call these oscillations that fundamental oscillation and its harmonics. In the hydrogen 
atom, we call these oscillations the ground state and the excited states of the electron.  
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3 
 
 

Position and momentum space 
 
 

3.1 Group and phase velocity 
Consider a sinusoidal plane wave is propagating along the x axis without any distortion. The 
wave can be represented by the wave function 

 )(),( ph tvxtx −Ψ=Ψ  (3.1) 

where vph is the phase velocity of the wave. This wave possesses translational symmetry, since 
the wave at the time t is identical to the wave at t = 0 shifted on the x axis by an amount of vph t. 
For example, a sinusoidal plane wave with amplitude A is given by 

 .)(cos),( txkAtx ω−=Ψ  (3.2) 

The locations of constant phase are given by 

 .const=ω− txk  (3.3) 

Differentiation of the position with respect to t yields the phase velocity 

 
kt

xv ω
==

d
d

ph  (3.4) 

Groups of waves, also called wave packets, can propagate with velocities different from the 
phase velocity. A group of waves is illustrated in Fig. 3.1 by a superposition of two sinusoidal 
waves with similar angular frequency: 
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 .)(cos)(cos),( 2211 txkAtxkAtx ω−+ω−=Ψ  (3.5) 

 
We define 

 ωΔ+ω=ωωΔ−ω=ω 21 and  (3.6) 

 kkkkkk Δ+=Δ−= 21 and  . (3.7) 

Trigonometric modification of Eq. (3.5) yields 

 )(cos)(cos2),( xktxktAtx Δ−ωΔ−ω=Ψ  . (3.8) 

With Δω << ω, we can interpret the wave function as a rapidly oscillating term cos(ω t – k x) and 
a slowly oscillating term cos(Δω t – Δk x) which in turn modulates the amplitude of the rapidly 
oscillating term. The zeros of the rapidly oscillating term propagate with the phase velocity 
vph = ω / k . On the other hand, the phase of the slowly varying term, i. e. the wave group, 
propagates at a velocity vgr = Δω / Δk . Thus, for infinitesimal small quantities of Δω and Δk, we 
obtain the group velocity 

 
k

v
d
d

gr
ω

=  (3.9) 

The group velocity is the velocity at which the wave packets or wavelets propagate in space. The 
phase velocity can be smaller, equal, or larger than the group velocity. If the phase velocity is 
larger (vph > vgr), then the wavelets build up at the back end of the group, propagate through the 
group, and disappear at the front of the group. If the phase velocity is smaller (vph < vgr), then the 
wavelets are building up at the front end of the group and disappear at the rear end of the group. 

In media in which the phase velocity is independent of the frequency of the wave, the phase 
velocity and group velocity are identical 

 
kk

vv
d
d

grph
ω

=
ω

==  . (3.10) 

Such media are called nondispersive media. Vacuum, and with good approximation also air, are 
such nondispersive media. The velocity of electromagnetic waves in vacuum and air is 
c = 2.99 × 108 m / s and this velocity is independent of the frequency of the wave.  

If, however, the phase velocity depends on ω, then vph ≠ vgr. Media, in which vph ≠ vgr is 
fulfilled, are called dispersive media. The group velocity in dispersive media can be written as 

 
k

v
kvv

d
d ph

phgr +=  . (3.11) 

The validity of this equation can be verified by insertion of vph = ω / k. Using k = 2π / λ and 
dλ−1 = – λ–2 dλ, one can show that 

 
λ

λ−=
d

d ph
phgr

v
vv  . (3.12) 
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We have just shown that a well-defined group of waves, i.e. a wave packet, moves with the 
group velocity. In the classical limit, the group velocity is identical to the propagation velocity of 
the classical particle described by the wave-packet, i. e. 

 classicalgr vv =  . (3.13) 

This requirement is called the correspondence principle. The correspondence principle, which is 
due to Bohr (1923), postulates a detailed analogy between quantum mechanics and classical 
mechanics. Specifically it postulates that the results of quantum mechanics merge with those of 
classical mechanics in the classical limit, i. e. for large quantum numbers. Using the definitions 
of group velocity and of the classical velocity one obtains  

 
m
p

k
=

ω
d
d  . (3.14) 

Substitution of k by using the de Broglie relation (p = ħ k) and subsequent integration yields 

 
m

pE
2

2
kin =ω= h  (3.15) 

which is the famous Planck relation. The Planck relation further illustrates the dualism of 
particles and waves. A particle with momentum p oscillates at an angular frequency ω given by 
the Planck relation. On the other hand, a wave with angular frequency ω has a momentum p. The 
kinetic energy p2/  (2m) of the particle coincides with the quantum energy ħω of the wave 
representing that particle. 
 
Exercise 1: Phase and group velocity. The experiment described here elucidates the properties 
of waves, in particular the phase and group velocity. Go to a local pond and throw stones into the 
water. Watch the water waves created. Several properties of waves can be identified. 

The water waves are confined to the surface of the water. What are the curves of constant 
phase? 

Identify the phase and group velocity of the waves. Which of the two velocities is higher? 
Make a guess for the ratio of vph / vgr. 

Assume that the distance from the point where a stone enters the water to the shore is x. Can 
the time it takes for the wave to reach shore be expressed in terms of phase or group velocity and 
the distance x? 
 
 Solution: The curves of constant phase are concentric circles. The phase velocity is higher 

than the group velocity. Note that individual wavelets appear at the trailing edge of the wave 
group, move forward through the group of waves, and disappear at the leading edge of the 
group. The ratio of phase-to-group velocity is given by vph / vgr ≈ 2.0. The time that it takes 
the wave to reach the shore is given by t = x / vgr. 

 

3.2 Position-space and momentum-space representation, and Fourier transform 
The Fourier transform is a mathematical tool that allows us to represent a function in two 
different domains. In electrical engineering, we can represent an electrical signal, for example a 
time-dependent voltage, in the time domain and the frequency domain. Assume that the voltage 
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depends on time t and has a quasi-period T (the voltage may not be strictly periodic and thus we 
use the term “quasi-period”). The Fourier transform of the voltage then depends on the frequency 
f = 1/t and will have a dominant frequency f = 1/T. Finally, the Fourier transform can also be 
expressed as a function of the angular frequency ω = 2π f.  

Next, we consider the Fourier transform of a wave function ψ(x). Assume that the wave 
function depends on position x and has a quasi-period λ. Then the Fourier transform of the wave 
function depends on 1/x and has a dominant “frequency” 1/λ. Multiplying 1/λ by 2π, the Fourier 
transform can be expressed as a function of the wavenumber k = 2π/λ. Recalling that momentum 
and wavenumber are related by de Broglie’s relation, i.e. p = ħk, allows us to express the Fourier 
transform as a function of momentum. Thus a wave function ψ(x) given in real space has a 
Fourier transform in momentum space.   

According to the 2nd Postulate, the stationary wave function ψ(x) has a clear physical 
meaning: The probability density is given by the product of the wave function and its complex 
conjugate, i. e. ψ*(x) ψ(x). The wave function ψ(x) can also be represented in momentum space. 
The momentum-space representation is designated as the wave function in momentum space, 
Φ(p). The momentum-space wave function is not a new wave function, but just another 
representation of a wave function with the same physical content. The two representations are 
related by the Fourier transform (or Fourier integral). The momentum space representation of the 
wave function is obtained from the wave function ψ(x) by the Fourier transform 

 xxp px de)(
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1)( /i h

h

−∞

∞−
ψ

π
=Φ ∫  (3.16) 

The wave function in real space is calculated from the wave function in momentum space by the 
inverse Fourier transform 
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where Φ(p) is the amplitude of the momentum space wave function at the momentum p. The 
Fourier transform provides a unique relationship between the momentum space and position 
space representation of a particle. That is, for a specific wave function ψ(x) there is only one 
representation in momentum space Φ(p). 

Another property of the Fourier transform is that the normalization condition holds for the 
position and momentum space representation. If ψ(x) is normalized, then Φ(p) is normalized as 
well. 

 1d)()(d)()( ** =ΦΦ=ψψ ∫∫
∞

∞−

∞

∞−
pppxxx  (3.18) 

The Fourier transform (Eqs. 3.16 and 3.17) will not be proven here. The interested reader is 
referred to the literature (see, for example, Kroemer, 1994). The normalization condition 
(Eq. 3.18) can be proven by using the Fourier transform. 
 
 

3.3 Illustrative example: Position and momentum in the infinite square well 
A simple quantum-mechanical potential is the square well with infinitely high walls. It will be 
seen in the Chapter on Schrödinger’s equation how to find the wave functions in the infinite 
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square well potential. Here we are not concerned about how to solve Schrödinger’s equation and 
how to find the wave function. The solutions are shown in Fig. 3.2. The solutions have discrete 
energies and the wave functions are of sinusoidal shape. The wave function of the lowest state 
(n = 0) and the first excited state (n = 1) is given by: 
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For the nth state, the wave function is given by 
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Note that these wave functions are normalized. Also note that the wave functions are spatially 
confined to the region | x | < (1/2) L. The magnitude of the wave functions is zero in the barriers, 
i. e., it is ψn(x) = 0 for  | x | ≥ (1/2) L. 

The Fourier-transform of Eq. (3.16) is used to obtain the momentum space representations of 
the wave functions. For the wave function with zero nodes, ψ0(x), one obtains, 
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For a wave function with n nodes, ψn(x), one obtains 
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where α = (n + 1) (π / L) – (p / ħ) and β = – (n + 1) (π / L) – (p / ħ). The momentum representation 
ψ(p) is shown for zero, one, and n nodes (n >> 1) on the right-hand side of Fig. 3.2. The 
momentum representation has several interesting aspects. First, Φn( p) is a symmetric 
distribution with respect to p. Consequently, the expectation value of the momentum is zero, 
since positive and negative momenta compensate one another. The momentum expectation value 
can be calculated according to the 5th Postulate using the momentum operator given in the 4th 
Postulate: 

 xx
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The evaluation of this integral gives indeed 〈p〉 = 0. Second, the momentum representation has 
two maxima, one at p = + (n + 1) π ħ / L and another one at p = − (n + 1) π ħ / L. The two-maxima 
are increasingly pronounced with increasing number of nodes of the wave function. We interpret 
the standing wave ψn(x) as a superposition of two waves, one propagating in negative and 
another one in positive x direction. Returning from the wave-oriented viewpoint to the particle-
oriented viewpoint, the wave function ψn(x) represents a particle that is propagating back and 
forth (oscillating) between the boundaries ± (1/2) L on the x axis. The absolute value of the 
momentum of the oscillating particle is centered at p = (n + 1) π ħ / L, as stated above. That is, 
the particle, represented by the wave function, oscillates between the boundaries + (1/2) L and 
− (1/2) L. Note, however, that the expectation value of the momentum of the oscillating particle 
is 〈p〉 = 0. 

To further visualize the properties of the particle, we note that the particle is represented by a 
sinusoidal wave function which is confined to – (1/2) L < x < + (1/2) L, and has n nodes as 
shown in the lower left part of Fig. 3.2. The wavelength of the particle is given by 
λ = 2 L / (n + 1). (Strictly speaking, a wavelength can only be attributed to a wave which is 
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strictly periodic, and which is not confined to a certain region.) The instantaneous momentum of 
the particle is given by the de Broglie relationship p = ħ k = 2π ħ / λ. Inserting the wavelength 
into this equation yields the momentum of the particle as 

 
L

np hπ
=

1)+(  . (3.25) 

This momentum is in fact the maximum of the momentum distribution obtained from the Fourier 
transform as shown in Fig. 3.2.  

The momentum space representation has, as already mentioned, the same physical content as 
the position space representation. The expectation values of dynamical variables can be 
calculated not only from the position space representation (5th Postulate), but also in the 
momentum space representation. That is, the expectation value of the dynamical variable ξ can 
be also obtained from the momentum space representation  

 ppp d)()( op
*

–
ΦξΦ=ξ ∫

∞

∞
 (3.26) 

where ξop is the operator corresponding to the dynamical variable ξ. We proceed to prove this 
equation for one specific variable, namely the momentum p. We start with the 3rd and 5th 
Postulate to determine the momentum expectation value 

 xx
x

xp d)(
d
d

i
)(*

–
ψ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ψ= ∫

∞

∞
h  . (3.27) 

The wave functions can be represented in momentum space using the Fourier transform of 
Eq. (3.17): 

 ppxp
x

pp pxxp ′Φ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′Φ

π
= ∫∫∫

∞

∞−

′−
∞

∞−

∞

∞−

ddde)(
d
d

i
e)(

2
1 /i/i* hh h

h
 . (3.28) 

The equation can be simplified by differentiating eipx/ħ with respect to x, that is 

 hh

h
/i/i eie

d
d pxpx p
x

=  . (3.29) 

Introducing this result into Eq. (3.28) yields 

 ppxpppp pxxp ′Φ′Φ
π

= ∫∫∫
∞

∞−

′−
∞

∞−

∞

∞−

ddde)(e)(
2

1 /i/i* hh

h
 (3.30) 

The functional dependence of the integrand on x is now known explicitly and therefore the 
integration over x is done first. Employment of the following relation for the Dirac-delta 
function, 

 )(22de /)(i
–

ppppxxpp ′−δπ=⎟
⎠
⎞

⎜
⎝
⎛ ′−

δπ=′−∞

∞∫ h
h

h  (3.31) 
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yields 

 pppppppp ′′−δΦ′Φ= ∫∫
∞

∞

∞

∞
dd)()()(*

––
 . (3.32) 

Integration over p′ finally yields the momentum expectation value 

 ppppp d)()(*
–

ΦΦ= ∫
∞

∞
 (3.33) 

This equation is, for ξop = p, identical with Eq. (3.26), which concludes the proof. The dynamical 
variable momentum corresponds to the operator (ħ / i) (d / dx) in position space and to the 
operator p in momentum space.  

What has just been shown for the momentum operator applies to all quantum-mechanical 
operators: The expectation value of a dynamical variable can be calculated in the position or 
momentum space representation of the wave function by using the position or momentum space 
representation of the operator corresponding to the dynamical variable.  
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4 
 
 

Operators 
 
 

4.1 Quantum mechanical operators 
Dynamical variables used in classical mechanics are replaced by quantum-mechanical operators 
in quantum mechanics. Quantum mechanical operators can be used in either position space or 
momentum space. It was deduced in the preceding section that the dynamical variable 
momentum corresponds to the quantum-mechanical operator (ħ / i) (d / dx) in position space, and 
the variable momentum corresponds to the operator p in momentum space. All dynamical 
variables have quantum-mechanical operators in position and momentum space. Depending on 
the specific problem it may be more convenient to use either the position-space or momentum-
space representation to determine the expectation value of a variable. Table 4.1 summarizes the 
dynamical variables and their corresponding operators in position and momentum space. 
 

DYNAMICAL  
VARIABLE 

OPERATOR  REPRESENTATION 
 

Variable Position space  Momentum space 

Position x
 

x
 

xi p∂
∂

−
h  

Potential energy U (x)

 

U(x)

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
xi p

U h  
 

f(x)

 

f(x)

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
xi

f
p

h  

Momentum
 

px

 

x∂
∂

i
h  px

 

Kinetic energy 
m

p
2

2
x  2

22

2 xm ∂

∂
−

h  
m

p
2

2
x  

 

f (px)

 

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂
xi

f h  f (px)

 

Total energy
 

Etotal

 

t∂
∂

−
i
h  

t∂
∂

−
i
h  

Total energy
 

Etotal

 

)(
2 2

22
xU

xm
+

∂

∂
−

h  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−+
x

2
x

i2 p
U

m
p h  

Table 4.1: Dynamical variables and corresponding quantum mechanical operators in their 
position space and momentum space representation. Depending on application it can be more 
convenient to use either position space or momentum space representation. The function f(x) 
denotes any mathematical function of x. 
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Two operator representations for the total energy are given in Table 4.1: The first one, – 

(ħ / i) (∂ / ∂t), follows from the 4th Postulate. The second one, px
2

 / (2 m) + U(x), is the sum of 
kinetic and potential energy. The specific application determines which of the four operators is 
most convenient to calculate the total energy. 

The total energy operator is an important operator. In analogy to the hamiltonian function in 
classical mechanics, the hamiltonian operator is used in quantum mechanics. The hamiltonian 
operator thus represents the total energy of the particle represented by the wave function ψ(x) 

 )()()(
d
d

2
)( 2

22
xxUx

xm
xH ψ+ψ−=ψ

h  (4.1) 

or equivalently, 

 )()
d
d

i
()(

2
)(

2
p

p
Up

m
ppH Φ−+Φ=Φ

h  . (4.2) 

The hamiltonian operator is of great importance because many problems of quantum mechanics 
are solved by minimizing the total energy of a particle or a system of particles. 
 

4.2 Eigenfunctions and eigenvalues 
Any mathematical rule which changes one function into some other function is called an 
operation. Such an operation requires an operator, which provides the mathematical rule for the 
operation, and an operand which is the initial function that will be changed under the operation. 

Quantum mechanical operators act on the wave function Ψ(x, t). Thus, the wave function 
Ψ(x, t) is the operand. Examples for operators are the differential operator (d / dx) or the integral 
operator ∫ … dx. In the following sections we shall use the symbol ξop for an operator and the 
symbol f(x) for an operand. 

The definition of the eigenfunction and the eigenvalue of an operator is as follows: If the 
effect of an operator ξop operating on a function f(x) is that the function f(x) is modified only by 
the multiplication with a scalar, then the function f(x) is called the eigenfunction of the operator 
ξop, that is 

 )(f)(f sop xx λ=ξ  (4.3) 

where λs is a scalar (constant). λs is called the eigenvalue of the eigenfunction. For example, the 
eigenfunctions of the differential operator are exponential functions, because 

 xx
x

ss ee
d
d

s
λλ λ=  (4.4) 

where λs  is the eigenvalue of the exponential function and the differential operator. 
 

4.3 Linear operators 
Virtually all operators in quantum mechanics are linear operators. An operator is a linear 
operator if 
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 )()( opop xcxc ψξ=ψξ  (4.5) 

where c is a constant. For example d / dx is a linear operator, since the constant c can be 
exchanged with the operator d / dx. On the other hand, the logarithmic operator (log) is not a 
linear operator, as can be easily verified. 

In classical mechanics, dynamical variables obey the commutation law. For example, the 
product of the two variables position and momentum commutes, that is 

 xppx =  . (4.6) 

However, in quantum mechanics the two linear operators, which correspond to x and p, do not 
commute, as can be easily shown. One obtains 

 )(
d
d

i
)( x

x
xxpx ψ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=ψ

h  (4.7) 

and alternatively 

 )(
d
d

i
)(

i
)(

d
d

i
)( x

x
xxxx

x
xxp ψ+ψ=ψ=ψ

hhh  . (4.8) 

Linear operators do not commute, since the result of Eqs. (4.7) and (4.8) are different. 
 

4.4 Hermitian operators 
In addition to linearity, most of the operators in quantum mechanics possess a property which is 
known as hermiticity. Such operators are hermitian operators, which will be defined in this 
section. The expectation value of a dynamical variable is given by the 5th Postulate according to 

 xxx d)()( op
* ψξψ=ξ ∫

∞

∞−
 . (4.9) 

The expectation value 〈ξ〉 is now assumed to be a physically observable quantity such as position 
or momentum. Thus, the dynamical variable ξ is real, and ξ is identical to its complex conjugate. 

 ** and ξ=ξξ=ξ  . (4.10) 

It is important to note that ξop ≠ ξop*. To determine the complex conjugate form of Eq. (4.9) one 
has to replace each factor of the integrand with its complex conjugate. 

 xxx d)()( **
op

* ψξψ=ξ ∫
∞

∞−
 . (4.11) 

With Eq. (4.10) one obtains 

 xxxxxx d)()(d)()( **
opop

* ψξψ=ψξψ ∫∫
∞

∞−

∞

∞−
 . (4.12) 

Operators which satisfy Eq. (4.12) are called hermitian operators. 
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The definition of an hermitian operator is in fact more general than given above. In general, 
hermitian operators satisfy the condition 

 xxxxxx d)()(d)()( *
1

*
op22op

*
1 ψξψ=ψξψ ∫∫

∞

∞−

∞

∞−
 (4.13) 

where ψ1(x) and ψ2(x) may be different functions. If ψ1(x) and ψ2(x) are identical, Eq. (4.13) 
simplifies into Eq. (4.12). 

As an example, we consider the observable variable momentum. It is easily shown that the 
momentum operator is an hermitian operator. The momentum expectation value is given by 

 xx
x

xp d)(
d
d

i
)(* ψψ= ∫

∞

∞−
h  . (4.14) 

Integration by part (recall: xvuvuxvu
b
a

b
a

b
a

dd ∫∫ ′−=′ ) and using ψ(x → ∞) = 0 yields 

 xx
x

xp d)(
d
d

i
)( *ψ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−ψ= ∫

∞

∞−
h  (4.15) 

which proves that p is an hermitian operator. 
There are a number of consequences and characteristics resulting from the hermiticity of an 

operator. Two more characteristics of hermitian operators will explicitly mentioned: First, 
eigenvalues of hermitian operators are real. To prove this, suppose ξop is an hermitian operator 
with eigenfunction ψ(x) and eigenvalue λ. Then 
 

 xxx d)()( op
* ψξψ∫

∞

∞−
 xxx d)()(* ψλψ= ∫

∞

∞−
 (4.16) 

  xxx d)()(* ψψλ= ∫
∞

∞−
 (4.17) 

and also due to hermiticity of the operator 

 xxx d)()( **
op ψξψ∫

∞

∞−
 xxx d)()( ** ψλψ= ∫

∞

∞−
 (4.18) 

  xxx d)()( ** ψψλ= ∫
∞

∞−
 (4.19) 

Since Eqs. (4.17) and (4.19) are identical, therefore λ = λ*, which is only true if λ is real. Thus, 
eigenvalues of hermitian operators are real. 

Second, eigenfunctions corresponding to two unequal eigenvalues of an hermitian 
operator are orthogonal to each other. This is, if ξop is an hermitian operator and ψ1(x) and 
ψ2(x) are eigenfunctions of this operator and λ1 and λ2 are eigenvalues of this operator then 
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 0d)()( 2
*
1 =ψψ∫

∞

∞−
xxx  . (4.20) 

The two eigenfunctions ψ1(x) and ψ2(x) are orthogonal if they satisfy Eq. (4.20). The statement 
can be proven by using the hermiticity of the operator ξop. This yields 

 xxxxxx d)()(d)()( *
1

*
op22op

*
1 ψξψ=ψξψ ∫∫

∞

∞−

∞

∞−
 . (4.21) 

Employing that λ1 and λ2 are the eigenvalues of ψ1(x) and ψ2(x) yields 

 xxxxxx d)()(d)()( 2
*
112

*
12 ψψλ=ψψλ ∫∫

∞

∞−

∞

∞−
 . (4.22) 

Since λ1 and λ2 are unequal, Eq. (4.22) can only be true if ψ1(x) and ψ2(x) are orthogonal 
functions as defined in Eq. (4.20). 
 

4.5 The Dirac bracket notation 
A notation which offers the advantage of great convenience was introduced by Dirac (1926). As 
shown in the proceeding section, wave functions can be represented in position space and, with 
the identical physical content, in momentum space. Dirac’s notation provides a notation which is 
independent of the representation, that is, a notation valid for the position-space and momentum-
space representation. 

Let Ψ(x, t) be a wave function and let ξop be an operator; then the following integration is 
written with the Dirac bracket notation as 

 xtxtx d),(),( op
*

op ΨξΨ=ΨξΨ ∫
∞

∞−
 (4.23) 

and equivalently in momentum space 

 ptptp d),(),( op
*

op ΦξΦ=ΨξΨ ∫
∞

∞−
 . (4.24) 

It is important to note the following two points. First, because Dirac’s notation is valid for the 
position- and momentum-space representation, the dependences of the wave function on x, t, or p 
can be left out. Thus, only Ψ and not Ψ(x, t) or Ψ(p, t) may be used in the Dirac notation. 
However, if desirable, the explicit dependence of Ψ on x, t, or p can be included, for example 
〈ψ(x) | ξop | ψ(x)〉. Second, the left-hand-side wave function in the bracket is by definition the 
complex conjugate of the right-hand-side wave function of the bracket. The integral notation still 
provides the explicit notation for the complex conjugate wave function, as shown by the asterisk 
(*). 

If the operator equals the unit-operator ξop = 1, then 

 ΨΨ=ΨξΨ 1op  . (4.25) 

For convenience the unit operator can be left out 
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 ΨΨ=ΨΨ=ΨΨ 11  . (4.26) 

The normalization condition, given in the 2nd Postulate can then be written as 

 1d),(),(*
–

=ΨΨ=ΨΨ ∫
∞

∞
xtxtx  . (4.27) 

The Dirac notation can also be used to express expectation values. Writing the 5th Postulate in 
the Dirac’s notation, one obtains the expectation value 〈ξ〉 of a dynamical variable ξ, which 
corresponds to the operator ξop, by 

 ΨξΨ=ξ op  . (4.28) 

Again, either position-space or momentum space representation of the wave function can be 
used. 

In the Dirac notation, the operator acts on the function on the right hand side of the bracket. 
To visualize this fact one can write 

 2op12op1 ΨξΨ=ΨξΨ  . (4.29) 

If it is required that the operator acts on the first, complex conjugate function, the following 
notation is used 

 xxx d)()( *
1

*
op2–21op ψξψ=ΨΨξ ∫

∞

∞
 . (4.30) 

Using this notation, the definition for hermiticity of operators reads 

 21op2op1 ΨΨξ=ΨξΨ  (4.31) 

or equivalently 

 
*

1op22op1 ΨξΨ=ΨξΨ  . (4.32) 

This equation is equivalent to the definition of hermitian operators in Eq. (4.13). 
 

4.6 The Dirac delta function 
A valuable function frequently used in quantum mechanics and other fields is the Dirac delta 
function. The delta function of the variable x is defined as 

 ∞=−δ )( 0xx  (x = x0) (4.33) 

 0)( 0 =−δ xx  (x ≠ x0) . (4.34) 

The integral over the delta (δ) function remains finite and the integral has the unit value 
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 1d)( 0–
=−δ∫

∞

∞
xxx  . (4.35) 

The δ function can be understood as the limit of a gaussian distribution with an infinitesimally 
small standard deviation, that is 

 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

σ
−

−
πσ

=−δ
→σ

2
0

0
0 2

1exp
2
1lim)( xxxx  . (4.36) 

Gaussian functions with different standard deviations but the same area under the curve are 
shown in Fig. 4.1. 

 

The δ function can also be represented by its Fourier integral 

 yxx yxx de
2
1)( )(i

–0 0−∞

∞∫π
=−δ  . (4.37) 

The following equations summarize frequently used properties of the δ function 

 )()( xx −δ=δ  (4.38) 

 )(1)( xx δ
α

=αδ  (4.39) 

 )()(f)()(f 000 xxxxxx −δ=−δ  (4.40) 

 )(fd)()(f 00–
xxxxx =−δ∫

∞

∞
 (4.41) 
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x
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x
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∞

∞
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5 
 
 

The Heisenberg uncertainty principle 
 
 

5.1 Definition of uncertainty 
Quantum mechanical systems do not allow predictions of their future state with arbitrary 
accuracy. For example, the outcome of a diffraction experiment such as the Davisson and 
Germer experiment can be predicted only in terms of a probability distribution. It is impossible 
to predict or calculate the exact trajectory of an individual quantum mechanical particle. The 
Heisenberg uncertainty principle (Heisenberg, 1927) allows us to quantify the uncertainty 
associated with quantum mechanical particles. 

The uncertainty of a dynamical variable, Δξ, is defined as 

 ( ) ( ) .22 ξ−ξ=ξΔ  (5.1) 

Thus, Δξ is the mean deviation of a variable ξ  from its expectation value 〈ξ〉. The mean 
deviation can be understood as the most probable deviation. Using the fact that the expectation 
value of a sum of variables is identical to the sum of the expectation values of these variables, 
that is 

 ∑∑ ξ=ξ
i

i
i

i  (5.2) 

one obtains by squaring out Eq. (5.1) 

 ( ) .222 ξ−ξ=ξΔ  (5.3) 

Having defined the meaning of uncertainty, we proceed to quantify the uncertainty.  
 

5.2 Position–momentum uncertainty 
In order to quantify the uncertainty associated with a quantum mechanical system, consider a 
wave function of gaussian shape as shown in Fig. 5.1. The position space wave function is given 
by the gaussian function 

 

2

2
1

e
2

)(
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ

−

πσ
=ψ x

x

x

xA
x . (5.4) 

The constant Ax is used to normalize the wave function using 〈ψ⎪ψ〉 = 1, which yields 
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 ( ) xxA σπ= 4/14 . (5.5) 

This wave function may represent a particle localized in a potential well. If the barriers of the 
well are sufficiently high the particle cannot escape from the well. That is, the wave function is 
stationary, i. e. ψ(x) does not depend on time. 

The momentum distribution which corresponds to the gaussian wave function can be 
obtained by the Fourier integral 

 .de)(
2

1)( /i xxp px h

h

−∞

∞−
ψ

π
=Φ ∫  (5.6) 

Inserting the wave function, given by Eq. (5.4), into the Fourier integral yields 

 ( )
( )

2

/2
1

4/1 e
/2

14)(
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ

−

σπσ
π=Φ x

p

xx
p h

h

h  . (5.7) 

This function represents a gaussian function with a prefactor. Thus, the Fourier transform of a 
gaussian function is also a gaussian function. The gaussian function in Eq. (5.7) has a standard 
deviation of ħ / σx which has the dimension of momentum. Therefore, we introduce the standard 
deviation in momentum space 

 xp σ=σ /h  . (5.8) 

In analogy to Eq. (5.5), we define the normalization constant Ap as 

 ( ) ppA σπ= 4/14  . (5.9) 

Equation (5.7) can be rewritten using the normalization constant Ap. 
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2
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e
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⎜
⎜
⎝

⎛

σ
−

σπ
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p

p

pA
p  . (5.10) 

This equation is formally identical to the position-space representation of the wave function 
given by Eq. (5.4). It can be easily verified that the momentum space representation of the state 
function is normalized as well 〈Φ(p)⎪Φ(p)〉 = 1. The position and momentum representations of 
the wave function are shown in Fig. 5.1. 

The position space and momentum space representation of a gaussian wave function allows 
us to form the product of the position and momentum uncertainty using Eq. (5.8) 

 h=σσ px  . (5.11) 

Thus, the product of position uncertainty and momentum uncertainty is a constant. Hence a small 
position uncertainty results in a large momentum uncertainty and vice versa. The uncertainty of 
the position Δx, as defined by Eq. (5.1) is, in the case of a gaussian function, identical to the 
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standard deviation σx of that gaussian function. Thus, Eq. (5.11) can be rewritten in its more 
popular form 

 h=ΔΔ px . (5.12) 

This relation was derived for gaussian wave functions and it applies, in a strict sense, only a 
gaussian wave functions. If the above calculation is performed for wave functions other than a 
gaussian (e. g. square-shaped or sinusoidal), then the uncertainty associated with Δx and Δp is 
larger. Hence, the general formulation of the position–momentum form of the Heisenberg 
uncertainty relation is given by 

 h≥ΔΔ px  (5.13) 

The uncertainty principle shows that an accurate determination of both, position and momentum, 
cannot be achieved. If a particle is localized on the x axis with a small position uncertainty Δx, 
then this localization is achieved at the expense of a large momentum uncertainty Δp. 

 

5.3 Energy–time uncertainty 
The uncertainty relation between position and momentum will now be modified using the group 
velocity relation, the de Broglie relation, and the Planck relation to obtain a second uncertainty 
relation between time and energy. The starting point for this modification is a wave packet that 
propagates with the group velocity νgr = Δx / Δt = Δω / Δk. Inserting this relation and the de 
Broglie relation Δp = ħ Δk into the position-momentum uncertainty relation of Eq. (5.13) yields 

 1≥ωΔΔt . (5.14) 

It is now straightforward to obtain a second uncertainty relation by employing the Planck 
relation ΔE = ħ Δω, which yields 

 h≥ΔΔ tE  (5.15) 

which is the energy–time form of the Heisenberg uncertainty relation. This relation states that 
the energy of a quantum mechanical state can be obtained with highest precision (small ΔE), if 
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the uncertainty in time is large, i. e. for long observation times for quantum-mechanical 
transitions with a long lifetimes.  

The uncertainty relations are valid between the variables x and p (Eq. 5.13) as well as E and t 
(Eq. 5.15). These pairs of variables are called canonically conjugated variables. A small 
uncertainty of one variable implies a large uncertainty of the other variable of the same pair. On 
the other hand, the two pairs of variables x, p and E, t are independent. For example a large 
uncertainty in the momentum does not allow any statement about the uncertainty in energy. The 
uncertainty principle requires that the deterministic nature of classical mechanics be revised. If 
an uncertainty of momentum or position exists, it is impossible to determine the future trajectory 
of a particle. On the other hand, the correspondence principle requires that quantum mechanics 
merges into classical mechanics in the classical limit. Therefore, the uncertainty of Δx or Δp 
should be insignificantly small in classical physics. 
 
 
Exercise 1: Significance of the uncertainty principle in the macroscopic domain. To see the 
insignificance of the uncertainty principle in the macroscopic physical world, a body with mass 
m = 1 kg and velocity v = 1 m / s  is considered. The body moves along the x axis and the 
position of its centroid is assumed to be known to an accuracy of Δx0 = 1 Å. Calculate the 
position uncertainty after a time of 10 000 seconds. 
 
 Solution: The initial momentum uncertainty is given by Δp0 ≈ ħ / Δx0 ≈ 10−24   kg m / s. After 

10,000 seconds with no forces acting on the body, the position uncertainty is given by 

 Δx   =   Δx0 + (Δp0 / m) t   ≈   1 Å + 10 −10 Å . (5.16) 

This exercise elucidates that the uncertainty principle does not contribute a significant 
uncertainty in classical mechanics. Thus, even though the trajectory of a macroscopic body 
cannot be determined in a strict sense, the associated uncertainty is insignificantly small. Even 
after a time of 1018 s (which is 30 × 109 years, i. e. approximately the age of the universe) the 
position uncertainty would be just 1 μm, which is still very small. 
 
 
Exercise 2: The natural linewidth of optical transitions. Consider a quantum mechanical 
transition from an excited atomic state to a ground state. Assume that the spontaneous emission 
lifetime of the transition is τ. The uncertainty relation gives the spectral width of the emission as 

 ΔE   =   ħ / τ  .  (5.17) 

This linewidth is referred to as the natural linewidth of a homogeneously broadened emission 
line.  

Problem: Assume that the transition probability follows an exponential distribution, as shown in 
Fig. 5.2. Calculate the spectral shape of the emission line. What is the natural linewidth of a 
single quantum transition with lifetime 10 ns? Why is the spectral width of a light-emitting diode 
(LED), typically 50–100 meV at 300 K, much broader than the natural emission linewidth? 
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 Solution: The spectral shape of a spontaneous emission line has a lorentzian lineshape given 
by I(ν) = (1 / π) α / [(ν – ν0)2+ α2]. This follows from that fact that the Fourier transform of 
an exponential function, exp (– t / τ), is a lorentzian function. A radiative spontaneous 
transition with lifetime 10 ns has a spectral width of 6.6 × 10–8 eV. Optical emission in LEDs 
originates from many closely spaced quantum levels distributed over a range of energies in 
the conduction and valence band. The spectral width of transitions in LEDs is about 2–4 kT 
(~50–100 meV at 300 K).  

 
 
Exercise 3: The uncertainty relation of information technology. The uncertainty relation is 
given by Δt Δω ≥ 1, where “= 1” is valid for gaussian functions and “> 1” is valid for other 
functions. As an approximation, the following relation, termed the uncertainty relation of 
information technology, can be used 

 Δt  Δf  =  1 . (5.18) 

The relation applies to the maximum frequency and minimum time duration of electrical pulses. 
That is, an electronic system that is capable of transmitting a pulse of, say 10 ns, must have a 
maximum frequency (bandwidth) of Δf  = 1/10 ns = 100 MHz. Audio amplifiers have a typical 
bandwidth of 20 kHz. They can transmit pulses as short as 50 μs.  

Problem: Assume that a square-shaped audio pulse of duration 10 μs is being generated. Would a 
human being be able to hear it (maximum frequency for hearing is 20 kHz)? 

Solution: The square pulse would cover a frequency spectrum up to 100 kHz. We would be 
able to hear the pulse, as frequency components of the square pulse lie within the audio 
range.  

Problem: Very short pulses can be generated by coherent broadband optical source. Assume that 
a broadband optical signal reaches from λ = 0.75 μm to 1.0 μm. Calculate the Δf corresponding 
to the signal and the minimum time duration of the optical pulse. How long are the shortest 
pulses that can be generated? 

 Solution: Δf = 100 THz and thus Δt = 10 fs. The shortest pulses that currently can be 
generated by coherent optical broadband sources are < 5 fs.  

Exercise 4: The uncertainty principle and its meaning to philosophy. After it became evident 
that nature is governed by strict laws, philosophers established what was called the Philosophy of 
Determinism. This particular school of philosophy postulated that any event in a system would 
be determined by the initial conditions and the boundary conditions of the system. Even if we do 
not know these initial and boundary conditions, the course of events would still be 
predetermined.  

The Philosophy of Determinism has significant implications on human existence. Applying 
this line of thought to the molecular and the atomic domain would force us to conclude that 
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human thoughts and decisions also are predetermined. There would be no avenue to influence 
future events and also the course of our lives. We could stop working, as all future events would 
be predetermined anyway. Why is the Philosophy of Determinism flawed? 
 
 Solution: The discovery of the uncertainty principle by Heisenberg in 1927 removed the 

basis of the Philosophy of Determinism. The uncertainty is particularly large in the 
microscopic domain, e.g. for molecular reactions in our brain that ultimately govern our 
decisions and actions. The origins of the Philosophy of Determinism can be traced back to 
Ancient Greece. The Philosophy of Determinism re-emerged in the AD 1500s, and 
subsequently gained momentum through Kepler’s and Newton’s entirely deterministic laws.  
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The Schrödinger equation 
 
 

6.1 The time-dependent Schrödinger equation 
The Schrödinger equation is the key equation of quantum mechanics (Schrödinger 1925, 1926a, 
1926b). This second order, partial differential equation determines the spatial shape and the 
temporal evolvement of a wave function in a given potential and for given boundary conditions. 
The one-dimensional Schrödinger equation is used when the particle of interest is confined to 
one spatial dimension, for example the x axis. Here, we restrict our considerations to such one-
dimensional cases. Due to the one-dimensional nature of many semiconductor heterostructures, 
the one-dimensional Schrödinger equation is sufficient for most applications. To derive the one-
dimensional Schrödinger equation, we start with the total-energy equation, i. e. the sum of 
kinetic and potential energy 

 total
2

)(
2

ExU
m

p
=+  . (6.1) 

Substitution of the dynamical variables by their quantum mechanical operators which act on the 
wave function Ψ(x, t) yields the one-dimensional time-dependent Schrödinger equation 
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The left side of this equation can be rewritten by using the Hamilton or total-energy operator  
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Using the notation of the Hamilton operator, the time-dependent Schrödinger equation can be 
written as 
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txH Ψ
∂
∂

−=Ψ
h  (6.4) 

Since the Schrödinger equation is a partial differential equation, the product method can be used 
to separate the equation into a spatial and a temporal part 

 )(f)(),( txtx ψ=Ψ  (6.5) 

where ψ(x) depends only on x and f(t) depends only on t. Insertion of Eq. (6.5) into the 
Schrödinger equation yields 



Chapter 6 – The Schrödinger equation  

© E. F. Schubert Chapter 6 – page 2

 )(f
d
d

)(f
i)(

)(
1 t

tt
xH

x
h

=ψ
ψ

. (6.6) 

The left side of this equation depends on x only, while the right side depends only on t. Because 
x and t are completely independent variables, the equation can be true, only if both sides are 
constant. 
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Tentatively this constant is designated as const. = E where the meaning of E will become evident 
below. Integration of Eq. (6.7) yields 

 tEt )/(ie)(f h−=  . (6.8) 

By using e–i(E/ħ)t = e–iωt, we can identify the angular frequency of oscillation of the quantum 
particle as ω = E/ħ, or, E = ħω (Planck’s relation). Insertion of this result into Eq. (6.5) yields the 
time-dependent wave function 

 tExtx )/(ie)(),( h−ψ=Ψ  . (6.9) 

Since E is real, then the wave function has an amplitude ψ(x) and a phase exp(−iEt / ħ). The 
amplitude and phase representation is convenient for many applications. To find the physical 
meaning of the real quantity E, we calculate the expectation value of the total energy using the 
wave function obtained from the product method. 
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Because the wave function is normalized, that is 〈ψ(x)⎪ψ(x)〉 = 1, the constant designated as E is 
the expectation value of the total energy.  
 
 

6.2 The time-independent Schrödinger equation 
The time-independent Schrödinger equation is obtained by inserting the wave function obtained 
from the product method, Eq. (6.9) into the time-dependent Schrödinger equation (see Eq. 6.2). 
One obtains 

 )()()()(
d
d

2 2

22
xExxUx

xm
ψ=ψ+ψ−

h  (6.11) 

which is the time-independent Schrödinger equation. Using the hamiltonian operator, one 
obtains 

 )()( xExH ψ=ψ . (6.12) 
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Since H is an operator and E is a real number, the Schrödinger equation has the form of an 
eigenvalue equation. The eigenfunctions ψn(x) and the eigenvalues En are found by solving the 
Schrödinger equation. 

The eigenvalues of the Schrödinger equation, En, are discrete, that is only certain energy 
values are allowed, all other energies are disallowed or forbidden. The energy eigenvalues are 
also called eigenenergies or eigenstate energies. The lowest eigenstate energy is the ground 
state energy. All higher energies are called of excited state energies.  

The solution of the Schrödinger equation and the eigenstate energies and wave functions of a 
physical system are of great importance, because the knowledge of ψn(x) and En implies the 
knowledge of all relevant physical parameters. It is the purpose of the next sections to get 
familiar with the properties of the Schrödinger equation and its solutions. 
 
 

6.3 The superposition principle 
Mathematically speaking the Schrödinger equation is a linear, second order, partial differential 
equation. Any linear differential equation allows for the superposition of its solutions. That is, if 
Ψn and Ψm are solutions of the Schrödinger equation, then any linear combination of Ψn and Ψm 
are solutions as well. That is, a new solution of Schrödinger’s equation is given by 

 ),(),(),( txBtxAtx mn Ψ+Ψ=Ψ  (6.13) 

where, A and B are real constants. For practical physical problems, the Schrödinger equation has 
always more than one solution. Thus, the superposition principle can be applied to all physical 
problems in order to obtain a new solution. The new solution Ψ(x, t) must be normalized as well, 
that is 〈 Ψ | Ψ 〉 = 1. 
 
 

6.4 The orthogonality of eigenfunctions 
If two eigenfunctions ψn = ψn(x) and ψm = ψm(x) are solutions of the Schrödinger equation and 
the two eigenfunctions belong to different energies En and Em (so that En ≠ Em), then the 
eigenfunctions are orthogonal: 

 0=ψψ mn . (6.14) 

This equation can be proven by starting with the Schrödinger equation for ψn(x) and the complex 
conjugate equation for ψm, that is 
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and 
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Pre-multiplication of Eq. (6.15) with ψm* and of Eq. (6.16) with ψn and subtraction of the two 
resulting equations yields 
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Using the identity 
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and integrating over x yields 
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The integral on the left side of the equation simplifies to 
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This expression is zero due to the normalization condition which requires that ψ (x → ± ∞) = 0. 
Hence, we obtain the following condition for the eigenvalues and eigenfunctions 
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Because En ≠ Em, this equation can be true, only if 

 0d* =ψψ∫
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which concludes the proof that ψm and ψn are orthogonal. Together with the normalization 
condition, one obtains 
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This result can be also written as 

 mnnm δ=ψψ  (6.24) 

where δmn is the Kronecker delta which is defined as 
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6.5 The complete set of eigenfunctions 
Consider a practical physical problem given by the potential energy U(x, y, z). Assume further 
that at least one solution of the Schrödinger equation exists for the potential energy U(x, y, z). 
Generally, the number of solutions is large but finite. The solutions of the Schrödinger equation 
are designated a set of solutions. Such a set of solutions is a complete set of solutions, if it 
contains all possible solutions. If, in addition, each solution of the set is normalized and if the 
solutions are orthogonal, then the solutions are called an orthogonal, normal, complete set or, 
abbreviated, a orthonormal complete set of solutions. Such an orthonormal complete set of 
solutions provides any solution of a physical problem by superposition (linear combination) of 
the individual solutions. 
 
 
Exercise 1: Solutions of the Schrödinger equation in a constant potential. Assume that the 
potential U(x) is a constant. What are the mathematical functions that are possible solutions of 
the one-dimensional Schrödinger equation in such a potential? 

Solution: For U(x) = constant, the Schrödinger equation has the form (d2 / dx2) ψ(x)  ∝  
± ψ(x). This equation has either an exponential or a sinusoidal solution. An example is 
shown in Fig. 6.1.  
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Applications of the Schrödinger equation in nonperiodic structures 
 
 

7.1 Electron in a constant potential 
The wave function of an electron in a piecewise constant potential is shown in Fig. 7.1. The 
potential is given by 

 II )( UxU =  x < L (7.1) 

 IIII )( UxU =  x > L. (7.2) 

 

Given the fact that the eigenfunctions of the operator d2/dx2 (i.e. the x-dependent part of the 
Hamiltonian operator in a constant potential) are either sinusoidal or exponentially decreasing 
(or increasing) functions, allows us to write the solutions of the time-dependent Schrödinger 
equation. Assuming that the energy of the electron is UI < E < UII, the solution of the 
Schrödinger equation in Region I is given by 

 )i(e),( tkxAtx ω−=Ψ  for x < L (7.3) 

where A is a normalization constant,  

 2
I )(2 hUEmk −=  , (7.4) 

and  
 hE=ω  . (7.5) 

The solution of the Schrödinger equation in Region II is given by  

 txAtx ωκ−=Ψ iee),(  for x > L (7.6) 
where  
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 2
II )(2 hEUm −=κ  . (7.7) 

Insertion of these solutions into the Schrödinger equation allows one to verify that they indeed 
are correct solutions of the Schrödinger equation.  

The time-dependent oscillatory factor of the wave function (i.e. exp iωt) always appears in 
this form. Therefore, we will not be concerned with the time-dependent factor in our subsequent 
discussions.  

7.2 The infinite square-shaped quantum well 
The infinite square-shaped well potential is the simplest of all possible potential wells. The 
infinite square well potential is illustrated in Fig. 7.2(a) and is defined as 
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To find the stationary solutions for ψn(x) and En we must find functions for ψn(x), which satisfy 
the Schrödinger equation. The time-independent Schrödinger equation contains only the 
differential operator d / dx, whose eigenfunctions are exponential or sinusoidal functions. Since 
the Schrödinger equation has the form of an eigenvalue equation, it is reasonable to try only 
eigenfunctions of the differential operator. Furthermore, we assume that ψn(x) = 0 for | x | > L / 2, 
because the potential energy is infinitely high in the barrier regions. Since the 3rd Postulate 
requires that the wave function be continuous, the wave function must have zero amplitude at the 
two potential discontinuities, that is ψn(x = ± L / 2) = 0. We therefore employ sinusoidal 
functions and differentiate between states of even and odd symmetry. We write for even-
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symmetry states  
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and for odd-symmetry states 
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Both functions have a finite amplitude in the well-region (⎪x⎪ ≤ L / 2) and they have zero 
amplitude in the barriers, that is 
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The shapes of the three lowest wave functions (n = 0, 1, 2 …) are shown in Fig. 7.2(b). In order 
to normalize the wave functions, the constant A must be determined. The condition 〈 ψ | ψ 〉 = 1 
yields 
 
 LA /2= . (7.13) 
 
One can verify that Eqs. (7.10) and (7.11) are solutions of the infinite square well by inserting 
the normalized wave functions into the Schrödinger equation. Insertion of the ground-state wave 
function (n = 0) into the Schrödinger equation yields 
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Calculating the derivative on the left-hand side of the equation yields the ground state energy of 
the infinite square well 
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The excited state energies (n = 1, 2, 3 …) can be evaluated analogously. One obtains the 
eigenstate energies in the infinite square well as 
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The spacing between two adjacent energy levels, that is En – En–1, is proportional to n. Thus, the 
energetic spacing between states increases with energy. The energy levels are schematically 
shown in Fig. 7.2(b) for the infinite square well. 

The probability density of a particle described by the wave function ψ is given by ψ* ψ (2nd 
Postulate). The probability densities of the three lowest states are shown in Fig. 7.2(c). 
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The eigenstate energies are, as already mentioned, expectation values of the total energy of 
the respective state. It is therefore interesting to know if the eigenstate energies are purely 
kinetic, purely potential, or a mixture of both. The expectation value of the kinetic energy of the 
ground state is calculated according to the 5th Postulate: 

 0
2

0kin,0 2
ψψ=

m
pE  . (7.17) 

Using the momentum operator p = (ħ / i) (d / dx) one obtains the expectation value of the kinetic 
energy of the ground state 
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which is identical to the total energy given in Eq. (7.15). Evaluation of kinetic energies of all 
other states yields 
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The kinetic energy coincides with the total energy given in Eq. (7.16). Thus, the energy of a 
particle in an infinite square well is purely kinetic. The particle has no potential energy. 
 
Second method: Matching the de Broglie wavelength to the width of quantum well. We next 
turn to a second, more intuitive method to obtain the wave functions of the infinite potential 
well. This second method is based on the de Broglie wave concept. Recall that the de Broglie 
wave is defined for a constant momentum p, that is, for a particle in a constant potential. The 
energy of the wave is purely kinetic. In order to find solutions of the infinite square well, we 
match the de Broglie wavelength to the width of the quantum well according to the condition 

 ( ) Ln =+λ 1
2
1  (n = 0, 1, 2 …) (7.20) 

In this equation, multiples of half of the de Broglie wavelength are matched to the width of the 
quantum well. Expressing the kinetic energy in terms of the de Broglie wavelength, that is 
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and inserting Eq. (7.20) into Eq. (7.21) yields 
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This equation is identical to Eq. (7.19) which was obtained by the solution of the Schrödinger 
equation. The de Broglie wave concept yields the correct solution of the infinite potential well, 
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because (i) the particle is confined to the constant potential of the well region, (ii) the energy of 
the particle is purely kinetic, and (iii) the wave function is sinusoidal. 

The infinite square shaped quantum well is the simplest of all potential wells. The wave 
functions (eigenfunctions) and energies (eigenvalues) in an infinite square well are relatively 
simple. There is a large number of potential wells with other shapes, for example the square well 
with finite barriers, parabolic well, triangular well, or V-shaped well. The exact solutions of 
these wells are more complicated. Several methods have been developed to calculate 
approximate solutions for arbitrary shaped potential wells. These methods will be discussed in 
the chapter on quantum wells in this book. 
 

7.3 The asymmetric and symmetric finite square-shaped quantum well 
In contrast to the infinite square well, the finite square well has barriers of finite height. The 
potential of a finite square well is shown in Fig. 7.3. The two barriers of the well have a different 
height and therefore, the structure is denoted asymmetric square well. The potential energy is 
constant within the three regions I, II, and III, as shown in Fig. 7.3. In order to obtain the 
solutions to the Schrödinger equation for the square well potential, the solutions in a constant 
potential will be considered first. 

 

Assume that a particle with energy E is in a constant potential U. Then two cases can be 
distinguished, namely E > U and E < U. In the first case (E > U) the general solution to the time-
independent one-dimensional Schrödinger equation is given by 

 ( ) kxBkxAx sincos +=ψ  (7.23) 

where A and B are constants and 

 22 hEmk =  . (7.24) 

Insertion of the solution into the Schrödinger equation proves that it is indeed a correct solution. 
Thus the wave function is an oscillatory sinusoidal function in a constant potential with E > U. 
In the second case (E < U), the solution of the time-independent one-dimensional Schrödinger 
equation is given by  

 ( ) xx DCx κκ +=ψ –ee  (7.25) 

where C and D are constants and 
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Again, the insertion of the solution into the Schrödinger equation proves that it is indeed a 
correct solution. Thus the wave function is an exponentially growing or decaying function in a 
constant potential with E < U. 

Next, the solutions of an asymmetric and symmetric square well will be calculated. The 
potential energy of the well is piecewise constant, as shown in Fig. 7.3. Having shown that the 
wave functions in a constant potential are either sinusoidal or exponential, the wave functions in 
the three regions I (x ≤ 0), II (0 < x < L), and III (x ≥ L), can be written as 

( ) xAx IeI
κ=ψ   (7.27) 

( ) xkBxkAx sincosII +=ψ  (7.28) 

( ) ( ) ( )LxLkBLkAx ––
III IIIesincos κ+=ψ  (7.29) 

where A and B are unknown normalization constants. In this solution, the first boundary 
condition of the 3rd Postulate, i. e. ψI(0) = ψII(0) and ψII(L) = ψIII(L), is already satisfied. From 
the second boundary condition of the 3rd Postulate, i. e. ψI′ (0)  = ψII′(0) and ψII′(L) = ψIII′(L), the 
following two equations are obtained 

 0–I =κ kBA  (7.30) 

 ( ) ( ) 0cossinsin–cos IIIIII =+κ+κ kLkkLBkLkkLA  . (7.31) 

This homogeneous system of equations has solutions, only if the determinant of the system 
vanishes. From this condition, one obtains 

 
( )

LLLk

LLLk
kL

IIII

IIII

–
tan 22 κκ

κ+κ
=  (7.32) 

which is the eigenvalue equation of the finite asymmetric square well. 
For the finite symmetric square well, which is of great practical relevance, the eigenvalue 

equation is given by 
 

 2222 –
2tan

LLk
LkLkL
κ

κ
=  (7.33) 

 
where κ = κI = κIII. If κ is expressed as a function of k (see Eq. 7.26), then Eq. (7.33) depends 
only on a single variable, i. e., k. Solving the eigenvalue equation yields the eigenvalues of k and, 
by using Eqs. (7.24) and (7.26), the allowed energies E and decay constants κ, respectively. The 
allowed energies are also called the eigenstate energies of the potential. 

Inspection of Eq. (7.33) yields that the eigenvalue equation has a trivial solution kL = 0 (and 
thus E = 0) which possesses no practical relevance. Non-trivial solutions of the eigenvalue 
equation can be obtained by a graphical method. Figure 7.4 shows the graph of the left-hand and 
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right-hand side of the eigenvalue equation. The dashed curve represents the right-hand side of 
the eigenvalue equation. The intersections of the dashed curve with the periodic tangent function 
are the solutions of the eigenvalue equation. The quantum state with the lowest non-trivial 
solution is called the ground state of the well. States of higher energy are referred to as excited 
states. 

 

The dashed curve shown in Fig. 7.4 has two significant points, namely a pole and an 
end point. The dashed curve has a pole when the denominator of the right-hand side of the 
eigenvalue equation vanishes, i. e., when kL = κL. Using Eq. (7.26), it is given by 

Pole: LUmLk 2
Pole / h=  (7.34) 

The dashed curve ends when k = (2mU / ħ2)1/2. If k exceeds this value, the square root in 
Eq. (7.26) becomes imaginary. The end point of the dashed curve is thus given by 

End point: LUmLk 2
pointEnd /2 h=  (7.35) 

There are no further bound state solutions to the eigenvalue equation beyond the end point. 
Now that the eigenvalues of k and κ are known, they are inserted into Eqs. (7.30) and (7.31); 

this allows for the determination of the constants A and B and the wave functions. Thus the 
allowed energies and the wave functions of the square well have been determined. 

It is possible to show that all states with even quantum numbers (n = 0, 1, 2 …) are of even 
symmetry with respect to the center of the well, i. e. ψ(x) = ψ (–x). All states with odd quantum 
numbers (n = 1, 3, 5 …) are of odd symmetry with respect to the center of the well, i. e. 
ψ(x) = − ψ(–x). The even and odd state wave functions in the well are thus of the form 
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 ⎥⎦
⎤

⎢⎣
⎡ ⎟

⎠
⎞⎜

⎝
⎛ −=ψ 2cos)( IIII

L
n xkAx  (for n = 0, 2, 4 …) (7.36) 

and 

 ⎥⎦
⎤

⎢⎣
⎡ ⎟

⎠
⎞⎜

⎝
⎛ −=ψ 2sin)( IIII

L
n xkAx  (for n = 1, 3, 5 …) . (7.37) 

 
The proof of these equations is left to the reader. The three lowest wave functions of a symmetric 
square well are shown in Fig. 7.5. 

 

Exercise 1: Boundary condition in semiconductor quantum wells. The boundary conditions for 
the wave function at an interface between two media I and II are given by ψI(x) = ψII(x) and ψI′ 
(x) = ψII′(x) as stated in the 3rd Postulate. These boundary conditions apply to situations 
common in particle physics, in which the particle mass m does not change when going from a 
Medium I across a boundary to a Medium II. However, the effective mass (m*) changes as 
electrons transfer from one semiconductor to another. This change in effective mass requires a 
modification of the second boundary condition and the modified second boundary condition is 
given by 

 
x

x
mx

x
m d

)(d1
d

)(d1 II

II

I

I
**

ψ
=

ψ
 (7.38) 

The first boundary condition, namely ψI(x) = ψII(x), is still valid and this condition does not need 
to be modified. 

The modified second boundary condition can be derived from the requirement of a constant 
current density at the boundary. The current density of an electron moving with constant velocity 
v across an interface is given by J = eV –1 v, where V is the unit volume. Expressing the current 
density in terms of the electron momentum yields J = eV – 1p / m*. Using the 4th Postulate, a 
corresponding quantum mechanical expression is found, i. e.   

 
Classical Quantum mechanical 

*
1–

m
pVe  

x
x

m
Ve

d
)(d

i
1
*

1– ψh  
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The quantum mechanical expression elucidates that the current density at an interface is 
constant, only if (m*)–1

 [dψ(x) / dx] is constant across the interface. 
A rigorous derivation of the quantum mechanical current density was given by Flügge 

(1971). It is given by 

 ( )** –
i2

ψ∇ψψ∇ψ=
m

eJ h  (7.39) 

Bastard (1981) first showed that the second boundary condition must be modified in 
semiconductor heterostructures according to Eq. (7.38). 
 
Apply the modified boundary condition to an asymmetric semiconductor quantum well structure 
and derive the eigenvalue equation. Assume that the effective masses are mI

*, mII
*, and mIII

* in 
the first barrier, well, and second barrier region, respectively. 

Result: 

**2*

22

***

III

III

I

I

II

III

III

I

I

II

–
tan

m

L

m

L

m
Lk

m

L

m

L

m
Lk

Lk
κκ

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ κ
+

κ

=  (7.40) 

What is the eigenvalue equation for the symmetric semiconductor quantum well with κ = κI = κIII 
and mI

* = mIII
*? 

Result: 

2*

22

2*

22

**

III

III

–

2
tan

m
L

m
Lk

m
L

m
Lk

Lk
κ

κ

=  (7.41) 

What is the maximum value for kL, i. e., end point of the dashed curve? 

Result: LUmLk 2*
Endpoint II2 h=  (7.42) 

Use the location of the end point to determine a condition for the quantum wells thickness under 
which a symmetric quantum well structure has only one bound state. 

Result: 
Um

L
*
II2

hπ
<  (7.43) 

Is it possible for asymmetric or symmetric square well structures to have no bound states at all? 
 

Answer: A symmetric square well always has at least one bound state. An asymmetric square 
well has no bound state for sufficiently small values of L. 

 
Figure 7.6 shows the numerical solutions for bound states in the conduction band and valence 
band of an Al0.30Ga0.70As / GaAs square-shaped quantum well. The graph reveals that there is 
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only one bound state in the conduction band well for well widths smaller than approximately 
50 Å. Does this agree with the analytic result of Eq. (7.43)? 
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8 
 
 

Applications of the Schrödinger equation in periodic structures 
 
 

8.1 Free electrons 
Before considering electrons in the periodic potential of a semiconductor crystal, we first 
consider electrons in free space that is in an environment in which no forces act on the particle. 
The lack of forces requires that the electrostatic potential, in which the electron propagates, is a 
constant. We first consider the propagation of the particle in the classical mechanics picture, then 
in the semi-classical picture, and finally in quantum-mechanical wave picture. 

The propagation of a particle in the classical picture is described by newtonian mechanics. 
An electron with mass m and momentum p = m v has the kinetic energy  

 
m

pvmE
22

1 2
2 ==  . (8.1) 

A particle with this energy will propagate at a constant velocity as long as no forces act on it. 
A semi-classical description of the particle is obtained by taking into account the de Broglie 

relationship p = h k. The free electron kinetic energy can then be written as 

 
m
kE

2

22h
=  (8.2) 

This description includes the wave-like character of the particle by the wave vector   
r 
k  while it 

preserves the deterministic nature of the classical particle. Equation (8.2) is, therefore, a semi-
classical representation of the propagation of the particle. Generally, the wave vector has 
components along the three axes of the cartesian coordinate system, that is k

r
 = (kx, ky, kz). 

Hence k
r 2 = k2 = kx

2 + ky
2 + kz

2. Expressing k
r 2 in Eq. (8.2) in terms of its x, y, and z components 

gives 

 ( )2
z

2
y

2
x

2

2
kkk

m
E ++=

h  . (8.3) 

In k space with the cartesian coordinates kx, ky, and kz, Eq. (8.2) represents a sphere if the 
energy E is a constant. The sphere has a “radius” in k-space of (2 E m / h

2)1/2. Thus the constant-
energy surfaces in k-space of free electrons are spheres. The shape of the constant-energy 
surfaces provides information about the propagation characteristics of carriers. A spherical 
constant-energy surface indicates that the propagation characteristics are isotropic. 

The quantum-mechanical treatment of a free particle is based on the wave function 
Ψ(x, y, z, t) which represents the particle. By introducing the wave function, the deterministic 
nature of classical mechanics is lost. The product method allows one to separate the wave 
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function into a time-dependent part and a time-independent part. The time-dependent part is 
given by the oscillatory term exp [– i (E / h) t ]. The time-independent part is denoted as ψ(x, y, z). 
The complete wave function is given by the product of the two parts. Here, we are interested in 
the wave vector and the energy of the wave both of which do not depend on time for a freely 
propagating particle. Thus, the wave function ψ(x, y, z) must satisfy the time-independent 
Schrödinger equation 

 ψ=ψ+ψ∇ EU
m

2
2

2
– h  (8.4) 

where ∇ = (∂ / ∂x, ∂ / ∂y, ∂ / ∂z) and U = U( x, y, z) is the potential energy in the medium in which 
the particle propagates. Since we assumed that no forces act on the particle, the potential energy 
must be constant. For example, U(x, y, z) = 0. Assuming that the wave representing the particle 
propagates along the direction given by the vector rr , the solution of the Schrödinger equation is 
given by 

 rkAr
rr

r ⋅=ψ ie)(  (8.5) 

where the kinetic energy of the particle is given by E = h 2
 k 2

 / (2 m). Insertion of )(rrψ  into the 
time-independent Eq. (8.4) and using ∇2 = ∂2

 / ∂r2 yields that the kinetic energy of the wave as 

 
m
kE

2

22h
= . (8.6) 

This equation is identical to Eq. (8.2) which was derived by using semi-classical arguments. 
We have seen in this section that the propagation of a free particle is describable by the wave 

vector k
r

 in the semi-classical and in the quantum-mechanical picture. We have also seen that the 
surfaces of constant energy of a free particle are spheres in k space. In the next section, the 
propagation of electrons in the periodic lattice of a semiconductor will be discussed. 

 
 

8.2 The Bloch theorem 
We next consider the propagation of electrons in the periodic potential of a lattice. Consider an 
electron propagating along a straight line, for example along the direction of a vector rr  in the 
lattice. The electron is then exposed to periodic variations of the potential caused by the charged 
nuclei of the atoms forming the lattice and by the electrons of these atoms. The periodic potential 
is schematically shown in Fig. 8.1. The potential energy of the lattice is periodic with a period R

r
. 

R
r

 is the vector of translational symmetry of the lattice as defined in Eq. (8.1). The periodicity of 
the potential energy in the lattice can be expressed by 

 )()( RnrUrU
rrr

+=  for n  =  1, 2, 3 …  (8.7) 

To study the influence of this periodic lattice potential we must consider the influence of this 
potential on the quantum stationary states of the conduction electrons. In a constant potential 
(i. e. non-periodic potential), the wave function of electrons has the form exp (i rk

rr
⋅ ), as shown 

in the proceeding section. 
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The propagation of electrons in a periodic potential was considered by Bloch (1928, 1930). 
He found that the wave function of an electron in a periodic lattice can be described by  

  rk
nknk ur

rr
r ⋅=ψ ie)(  (8.8) 

where unk has the same periodicity as the periodic potential, that is 

 L
rrrrr

=+=+= )2()()( RruRruru nknknk  (8.9) 

According to the Bloch theorem of Eq. (8.8), the wave function of an electron in a periodic 
potential consists of two parts, namely a lattice periodic part unk )(rr , and the wave function of a 
free particle, that is exp (i rk

rr
⋅ ). The product of both factors is the Bloch wave function, or short, 

the Bloch function. The Bloch function plays an important role in solid state physics. Many 
theoretical models for example the Kronig–Penney model, are based on the Bloch wave function. 
It is important to note that the second factor of the Bloch function retains the same form as for 
free particles. That is, the lattice potential modulates the amplitude of the original free electron 
wave function through the function unk )(rr . Using the periodicity of the function unk )(rr , the 
Bloch theorem can be also expressed by 

 Rk
nknk rRr

rrrr ⋅ψ=+ψ ie)()(  (8.10) 

where R
r

 is the period of the lattice. 
We next have a closer look at the lattice-periodic part of the Bloch function, unk )(rr . This 

function has the two subscripts n and k which indicate the dependence of the function on n and 
k
r

 (Note that the vector arrow is left off the subscript k). Generally the function depends on the 
electron wave vector k

r
 of the electron. The subscript n of the function is called the band index. 

The function unk has a unique shape for the different energy bands of the semiconductor. For the 
conduction band, we will use the subscript c, i. e. uck. For the valence band, we write uvk. 

The Bloch theorem will not be proven here and the interested reader is referred to the 
literature (see, for example Ashcroft and Mermin, 1976). We will, however, analyze the Bloch 
function near k

r
 = 0. The function unk )(rr  is periodic with the period R = | R

r
|. It is therefore 

reasonable to assume that unk )(rr  does not vary significantly for | rr | << | R
r

|. Consequently, the 
Bloch function will be dominated by the factor exp (i rk

rr
⋅ ) if | k

r
| << 2π / | R

r
| . That is, in the 

regime of small values of k, the electron wave function is practically described by the free 
particle wave function. As a consequence, the dispersion relation of a particle in a periodic 
potential, E (k), will be parabolic in this regime as well, similar to the parabolic dispersion 
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relation of free particles given in Eq. (8.6). For larger k values, the function unk )(rr  cannot be 
neglected. Significant deviations from the parabolic dispersion are expected in this regime. Our 
expectation of a parabolic dispersion near k = 0 and significant deviations from the parabolic 
dispersion for larger k values will be confirmed in the next section. 
 
 

8.3 The Kronig–Penney model 
The electron wave function in a periodic potential is, as shown in the preceding section, given by 
the Bloch function. In this section, we apply the Bloch function to a very simple periodic 
potential, namely a one-dimensional square-shaped potential. The calculation will yield the 
allowed energy bands and the forbidden energy gaps as well as the E (k) relation for electrons, 
i. e. the relation between the energy E and the wave number k of the electron. The E(k) relation is 
called the energy band structure or band structure of the lattice. The Schrödinger equation for a 
one-dimensional periodic potential was first solved by Kronig and Penney (1930). The 
calculation and the implications of this calculation are therefore referred to as the Kronig–
Penney model. 

 

A simple one-dimensional potential is shown in Fig. 8.2. The period of the potential is given 
by a. The height of the potential energy depends only on one spatial coordinate, namely on x. 
The potential energy has a value of U0 for – c < x < 0, and a value of zero for 0 ≤ x ≤ b. The 
potential shown in Fig. 8.2 is periodic with a period a and hence 

 L=+=+= )2()()( axUaxUxU  (8.11) 

In order to obtain the electron states in the one-dimensional potential, the time-independent 
Schrödinger equation must be solved. Introducing the abbreviations 

 22 /2 hEm=α  (8.12) 
and 

 ( ) 2
0

2 /–2 hEUm=β  (8.13) 

the time-independent Schrödinger equation can be written inside the well as 

 0
d
d 2

2

2
=ψα+

ψ

x
 for 0 ≤ x ≤ b (8.14) 



Chapter 8 - Applications of the Schrödinger equation in periodic semiconductor structures 

© E. F. Schubert Chapter 8 – page 5

and inside the barrier as 

 0
d
d 2

2

2
=ψβ+

ψ

x
 for −c < x < 0 .  (8.15) 

Kronig and Penney (1930) used the Bloch wave function of Eq. (8.8) for the wave function ψ in 
the Schrödinger equation. Insertion of the Bloch wave function into the Schrödinger equation 
and calculating the second derivative with respect to x, i. e. d2

 / dx2, yields  

 0
d

di2
d

d 22
2

2
=α+−+ nknk

nknk uuk
x

uk
x
u  for 0 ≤ x ≤ b  (8.16) 

and 

 0
d

di2
d

d 22
2

2
=β+++ nknk

nknk uuk
x

uk
x
u  for  −c < x < 0 (8.17) 

where k = | k
r

| and k
r

 was assumed to be pointed along the x direction. The solution of the 
Schrödinger equation inside the well and inside the barrier are oscillating exponential functions 
and exponentially decaying functions, respectively. Recall that exponential functions are 
eigenfunctions of the Schrödinger equation. The solutions are given by 

 xkxk
nk BAxu )(i–)–i( ee)( +αα +=  for 0 ≤ x ≤ b (8.18) 

and 

 xkxk
nk DCxu )i(–)i–( ee)( +ββ +=  for  −c < x < 0 (8.19) 

where A, B, C, and D are four unknown constants. The four constants can be determined by 
introducing appropriate boundary conditions. At the two boundaries of the potential, i. e. at x = 0 
and x = b, the wave function and its derivative must be continuous, that is unk(x) and dunk(x) / dx 
must be continuous. These boundary conditions yield the four equations: 

Continuity of unk  at x = 0: DCBA +=+  (8.20) 

Continuity of unk
′ at x = 0:  ( ) ( )DCBA ––i β=α  (8.21) 

Continuity of unk at x = b:  ( )cckabb DCBA ββαα +β=+ eeeee –ii–i  (8.22) 

Continuity of unk
′ at x = b: ( ) ( )cckabb DCBA ββαα β=α e–eee–ei –i–ii  (8.23) 

This homogeneous system of linear equations has the four unknowns A, B, C, and D. The system 
has non-trivial solutions, only if its determinant vanishes. This condition can be expressed as 
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 0

ee–ei–ei

e–e–ee

–i–i
1–1–11

i–iii

i–ii–i =

ββαα

ββαα

β+βαα

β+βαα

ckackabb

ckackabb  (8.24) 

Evaluation of the determinant yields the condition 

 )(cos)(cos)(cosh)(sin)(sinh
2

– 22
akbcbc =αβ+αβ

βα
αβ . (8.25) 

The left side of the equation is a function of E since α = α(E) and β = β(E) as defined in 
Eqs. (8.12) and (8.13). Denoting the left side of the equation as L(E), the condition of a 
vanishing determinant is given by 

 )(cos)( akEL =  (8.26) 

where the function L(E) is given by 

 ( )

( ) ⎟⎟
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⎝
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⎞
⎜⎜
⎝

⎛
=

αβ+αβ
βα
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EUE
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0

0
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2cos–2cosh

2sin–2sinh
–2

2–

)(cos)(cosh)(sin)(sinh
2

–)(

hh

hh
 (8.27) 

Equation (8.26) has a solution, only if | L(E) | ≤ 1 because the cosine function on the right-hand 
side of the equation is limited to values ≤ 1. We will next discuss the function L(E) and 
differentiate between the regimes in which L(E) > 1 and L(E) ≤ 1. 

The function L(E) is illustrated in Fig. 8.3. L(E) is an oscillating function whose amplitude 
decreases with increasing energy. For values of L(E) > 1, Eq. (8.26) has no solution. Therefore 
the Schrödinger equation has no solution for the range of energy which yield L(E) > 1. These 
ranges of energy, for which the Schrödinger equation has no solution, are the forbidden energies 
of the periodic potential considered here. We call the ranges of forbidden energies the forbidden 
energy gap of the one-dimensional periodic potential. On the other hand, solutions of the 
Schrödinger equation are obtained in those ranges of the energy, for which L(E) ≤ 1. We call 
these ranges of energies the allowed energy bands of the one-dimensional periodic potential. We 
thus see that allowed and forbidden ranges of energy, which have been obtained in the previous 
section from considerations of the chemical bond, also follow from the solution of the 
Schrödinger equation in a periodic potential. 



Chapter 8 - Applications of the Schrödinger equation in periodic semiconductor structures 

© E. F. Schubert Chapter 8 – page 7

 

As a simple test of Eqs. (8.26) and (8.27), we assume that the thickness of the barrier regions 
are c = 0. Then a = b and the function L(E) is given by 

 ⎟
⎠
⎞

⎜
⎝
⎛= bEmEL 2/2cos)( h . (8.28) 

Insertion of this result into Eq. (8.26) and using a = b yields 

 
m
kE

2

22h
=  . (8.29) 

Thus we have recovered the free particle dispersion relation of Eq. (8.2) in the absence of a 
periodic potential. 

The Kronig–Penney model not only provides the allowed and forbidden bands in a periodic 
potential, but also the dispersion relation E(k) of an electron propagating in the periodic 
potential. To derive an analytic form of the dispersion relation, we use the good linearity 
exhibited by L(E) within the allowed bands. Figure 8.3 shows a good linearity especially for the 
allowed band with the lowest energy. If the center of the lowest band is denoted as E0 and the 
bandwidth of this lowest band as 2 ΔE0, then the linearized function L(E) is given by 

 ( )0
0

–1–)( EE
E

EL
Δ

=  (8.30) 

For the next higher energy band, i. e. the n = 1 band, the function L(E) crosses the band in the 
opposite direction. The function L(E) is then given by 

 ( )1
1

–1)( EE
E

EL
Δ

= . (8.31) 

For the nth band, the function L(E) is given by 



Chapter 8 - Applications of the Schrödinger equation in periodic semiconductor structures 

© E. F. Schubert Chapter 8 – page 8

 ( ) ( )n
n

n EE
E

EL –11–)( 1
Δ

= +  for n  =  0, 1, 2 … (8.32) 

Using the linearized forms of L(E) in Eq. (8.26) yields the dispersion relation of an electron in a 
periodic potential. We obtain for the lowest band 

 kaEEE cos– 00 Δ=  (8.33) 

For the next higher band, the dispersion relation is given by 

 kaEEE cos11 Δ+= . (8.34) 

For the nth band, the dispersion relation is given by 

 ( ) kaEEE n
n

n cos1– 1 Δ+= +  for n = 0, 1, 2 … (8.35) 

 

The dispersion relations of the three lowest bands are shown schematically in Fig. 8.4. The 
dispersion relation is shown only for positive k values. Note that the dispersion relation is an 
even function due to the even characteristic of the cosine function in Eqs. (8.33) to (8.35). Also 
included is the parabolic dispersion relation (dash-dotted curve) of a free particle. Comparison of 
the calculated dispersion relation in the one-dimensional potential and the parabolic dispersion 
relation are very similar around k = 0. This is an important result. It shows that an electron in a 
periodic potential has, near k = 0, a similar dispersion relation as a free particle, i. e. a parabolic 
dispersion relation. The comparison also reveals that significant differences between the free 
particle dispersion and the periodic potential dispersion exist at and near k = ± π / a, ± 2π / a ... 
that is, when half of the particle wavelength (λ = 2π / k) or integer multiples of one half 
wavelength is equal to the period of the one-dimensional lattice. This condition is exactly the 
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Bragg reflection condition. Using θ = 90 ° in Eq. (8.6b), the equation reduces to n λ = 2 a (for 
n = 1, 2, 3 ...) which is identical to the condition stated above. (For a one-dimensional lattice, a 
normal incidence angle, θ = 90 °, must be chosen since particles propagate in normal direction to 
the potential barriers).  

The k interval – π / a ≤ k ≤ π / a is called the first Brillouin zone. The adjacent intervals 
ranging from – 2π / a to – π / a and from π / a to 2π / a are the second Brillouin zone of the one-
dimensional periodic potential, and so on. 

Figure 8.5 shows the free particle dispersion (dotted line) and the dispersion of a particle in a 
periodic potential (solid line). Those parts of the dispersion relation that resemble the free 
particle dispersion relation are shown as solid lines. Inspection of Fig. 8.5 reveals the similarity 
of the two dispersion relations except for those wave vectors which are integer multiples of π / a. 

 

The dispersion relation of a real three-dimensional semiconductor lattice can be much more 
complex than the simple one-dimensional model considered above. In semiconductors, the 
dispersion relation depends on the propagation direction of the electron, since the atomic 
structure and hence the periodic potential depends on the propagation direction of the electron. 
The dispersion relation for charge carriers in solids is called the energy bandstructure of the 
solid. The bandstructure of two important semiconductors, GaAs and Si are shown in Fig. 8.6 
(Chelikowski and Cohen, 1976). The center of the Brillouin zone at k = 0 is denoted by the 
Greek letter Γ (Gamma). In GaAs the minimum of the conduction band and the maximum of the 
valence band occur at the Γ point. Semiconductors in which these two band extrema occur at the 
Γ point are called direct-gap semiconductors. In direct-gap semiconductors, the electron 
momentum (p = ħ k) does not change for transitions from the conduction band minimum at k = 0 
to the valence band maximum at k = 0. In Si, the minimum of the conduction band occurs on the 
Δ axis, whereas the maximum of the valence band is located at the Γ point. Semiconductors in 
which the minimum of the conduction band occurs at a different k value than the maximum of 
the valence band, is called an indirect-gap semiconductor. Transitions between the band 
extrema preserving the momentum of the carrier are impossible in such indirect-gap 
semiconductor. 
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Figure 8.6 reveals that a semiconductor may have several conduction-band minima and 
valence-band maxima. The energy difference between the lowest conduction band minimum and 
the highest valence-band maximum is called the fundamental energy gap or fundamental gap of 
the semiconductor. The fundamental gaps of GaAs, InP, Si, and Ge are shown in Fig. 8.7 as a 
function of temperature (Thurmond, 1975; Laufer et al., 1980; Pearsall et al., 1983). For a 
discussion of the physics of the temperature dependence of the energy gap, the reader is referred 
to the literature (Cohen and Chadi, 1980). Here we restrict ourselves to a phenomenological 
description of the temperature dependence of the energy gap. With good approximation, the 
fundamental gap can be described by a parabolic dependence on temperature (Varshni, 1967) 

 
β+

α
==

T
TTETE

2
gg –)K0()(  (8.36) 

where Eg (T = 0 K) is the gap energy at zero temperature and α and β are the two parameters 
describing the parabolic dependence of the gap energy on temperature. The values of α and β for 
GaAs, InP, Si, and Ge are given in the inset Fig. 8.7. 
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8.4 The effective mass 
The influence of the periodic potential experienced by an electron propagating in an atomic 
lattice can be taken into account by the elegant and powerful concept of the effective mass. As 
will be seen, the mass of a charge carrier, e. g. the mass of an electron of m0 = 9.11 × 10–31 kg, is 
modified to an effective value m* due to the influence of the periodic potential. By this 
modification, the entire influence of the periodic potential is taken into account. That is, 
electrons in the periodic potential with the effective mass m* can be treated as free electrons. 

To derive the effective mass of a charge carrier in a periodic potential, we use the definition 
of the effective mass in Newton’s second law and then apply this definition to a quantum-
mechanical wave-like particle whose dispersion relation is assumed to be known. Newton’s 
second law defines the mass of a particle in terms of the acceleration a of the particle caused by 
a force F acting on the particle. 

 amF =  (8.37) 

The acceleration can be expressed as a change of the group velocity of the quantum-mechanical 
wave representing the particle, that is a = (d / dt) vgr = (d / dt) dω / dk, where ω is the angular 
frequency of oscillation of the wave. Assuming that the particle has only kinetic energy, the 
energy of the particle is given by Planck’s relation E = h ω. Hence the mass in Eq. (8.37) can be 
expressed as 
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Using the de Broglie relation (p = ħ k), Newton’s second law can be expressed as 
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This relation is true for a free electron. It is also valid for electrons in any potential including the 
periodic potential. Insertion of Eq. (8.39) into Eq. (8.38) yields the acceleration as a function of 
the E-versus-k relation 
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Comparison of this equation with Newton’s second law (a = F / m) allows us to express the mass 
of an electron in a periodic potential as 

 22
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d/d kE
m h
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The mass given by Eq. (8.41) is called the effective mass of a charge carrier. Depending on the 
nature of the periodic potential, the effective mass may be lighter or heavier than the free 
electron mass. 

According to Eq. (8.41), the effective mass is inversely proportional to the second derivative 
of E with respect to k, that is, the effective mass is inversely proportional to the curvature of 
the dispersion relation. A strongly curved E(k) relation implies a small effective mass, whereas 
a weakly curved dispersion relation indicates a heavy effective mass. In the case of a parabolic 
dispersion relation, the second derivative of E with respect to k is a constant. As a consequence, 
the effective mass is a constant as well, that is, the effective mass has a constant value 
independent of energy. 

 

Generally, the effective mass depends on energy. Figure 8.8 illustrates the basic shape of the 
dispersion relation within the first Brillouin zone. The curvature of the E(k) relation depends on 
k and therefore also on E. In the vicinity of the zone center (k ≈ 0), the second derivative of E(k) 
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is positive and consequently the effective mass is also positive. For increasing values of k, the 
curvature of E(k) deviates from the parabolic dispersion (dashed line in Fig. 8.8) and the 
curvature becomes negative close to the edge of the first Brillouin zone. Hence, the effective 
mass assumes negative values as well.  

What is the physical meaning of a negative effective mass? Let us consider an electron with 
k = 0, which is accelerated by a constant force F. Close to the Brillouin-zone center, the electron 
behaves identical to a free electron with the effective mass m*. As the electron assumes 
increasingly higher values of k, the interaction with the lattice becomes stronger. At a k value of 
k = π / (2a), that is half way between zone center and zone edge, the curvature of E(k) is zero, 
i. e. the effective mass is infinity heavy. This means that the velocity of the electron cannot be 
further increased by the force F. That is, the change in group velocity (d2ω / dk2) equals zero at 
the half-way point. As the zone boundary is approached, the mass becomes negative, i. e. the 
electron is accelerated in the opposite direction of the force F. When the zone boundary is 
reached, the group velocity of the particle equals zero, since dω / dk = (1 / ħ) dE / dk = 0. Even 
though the group velocity of the electron is zero, the momentum of the electron is finite and it is 
given by p = h k. The electron can be thought to be represented by two waves, one propagating in 
positive k direction and a second identical wave propagating in the negative k direction. Thus the 
electron is represented by a standing wave with a zero group velocity. 

The periodic potential of a crystal depends on the propagation direction. As a consequence, 
the dispersion relation and the effective mass also depend on the direction of propagation. 
Generally, the effective mass is a tensor and not just a scalar. Newton’s second law is then given 
by 

 

⎟⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

=

⎟⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

z

y

x

*
zz

*
zy

*
zx

*
yz

*
yy

*
yx

*
xz

*
xy

*
xx

z

y

x

a

a

a

mmm

mmm

mmm

F

F

F

 (8.42) 

Consider a force along the x direction acting on an electron. Depending on the band structure 
of the semiconductor, the electron may be accelerated along a direction normal to the x direction, 
e. g. the y direction. In analogy to Eq. (8.38), the acceleration along the y direction is given by 
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We assumed that the force is directed along the x direction and Eq. (8.39) is then given by 
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Insertion of Eq. (8.44) into Eq. (8.43) allows us to identify the tensor element mxy* as 
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The first subscript x of the mass mxy* refers to the direction of the force, whereas the second 
subscript refers to the direction of the acceleration. 

For semiconductors with an isotropic dispersion relation with a band minimum at k = 0, the 
effective mass tensor has only diagonal tensor elements and no off-diagonal elements, 
i. e. mij* = 0 for i ≠ j. In the case of an isotropic semiconductor it is mxx* = myy* = mzz* and thus 
the effective mass tensor reduces to a scalar. As an example, we consider GaAs which has an 
isotropic band structure with a conduction band minimum at k = 0. As a consequence, the 
effective mass is a scalar, i. e. independent of the propagation direction. 

We next consider the effective mass in the Kronig–Penney model. The dispersion relation in 
the Kronig–Penney model is given by Eqs. (8.33) to (8.35). The dispersion of the lowest band is 
given by 

 kaEEE cos– 00 Δ= . (8.46) 

Expanding the cosine function into a power series yields 
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The dispersion relation is schematically shown in Fig. 8.9. Near k = 0, the term (k a)2 dominates 
and the dispersion relation is parabolic. For larger values of k, the term (k a)4 cannot be neglected 
and the dispersion deviates from the parabolic dependence. Consider now the dispersion relation 
near the energy minimum, i. e. near the bottom of the band. In the vicinity of k = 0, the term 
(k a)4

 / 4!  and all higher terms can be neglected. Using Eq. (8.41), the effective mass near the 
bottom of the band is given by 
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where the subscript “0” in m0
* indicates that this effective mass is valid in the vicinity of the 

zone center near k = 0. The effective mass at the bottom of a miniband is denoted as the 
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confinement mass. Equation (8.48) further shows that the effective mass is heavy for small 
bandwidths ΔE0. For thick and / or high barriers in the periodic potential, the bandwidth becomes 
very small. In such potentials, the tunneling probability through the barrier becomes small as 
well. That is, the transfer of electrons from one well to the next well is strongly impeded by the 
thick and / or high barriers. This situation can be understood in terms of a large effective mass. 
Electrons with a large effective mass cannot propagate easily in a periodic potential. 

The minimum of the band whose dispersion relation is given by Eq. (8.47) occurs at an 
energy E = E0 – ΔE0. At the bottom of the band the effective mass is given by Eq. (8.48). 
However, at higher energies, the dispersion relation is no longer parabolic and, as a consequence, 
the effective mass changes. The energy dependence of the effective mass plays an important role 
in several areas of semiconductor heterostructures. For example, the quantization of energy 
levels in quantum wells depends on the effective mass of the carriers. To calculate the change of 
the effective mass due to the non-parabolicity of the band structure, we employ the terms (k a)2 
and (k a)4 in the dispersion relation of Eq. (8.47) and neglect all higher-order terms. The term 
(k a)4 in Eq. (8.47) has the opposite sign of the term (k a)2 and therefore the former term reduces 
the curvature of the dispersion relation. Consequently, the effective mass will increase for higher 
energies. Calculation of the effective mass from the dispersion relation by using Eq. (8.45) yields 
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where m0* is the effective mass at the bottom of the band as given in Eq. (8.48). The bottom of 
the band occurs at the energy E0 – ΔE0. The bandwidth of the band is 2 ΔE0. Hence Eq. (8.49) 
indicates that the effective mass increases over m0* for higher energies. Equation (8.48) shows 
that the approximation m* = m0*  is valid near the bottom of the band, specifically for energies 
[E – (E0 – ΔE0 )] << ΔE0 . 
 
 
Exercise 1: The Kronig–Penney model, the dispersion relation, and the effective mass. A 
periodic potential consists of 1.0 nm wells and 2.0 nm barriers with a barrier height of 200 meV. 
Using the Kronig–Penney model, calculate the number of bands and the respective dispersion 
relations, assuming that the carrier mass in the absence of the periodic potential is the free 
electron mass me. Using appropriate approximations, calculate the band widths and the effective 
masses in the bands. Explain the trend found for ΔEn and me* as the band index n increases. 
 

Solution: Graphical solution of the eigenvalue equation L(E) = cos ka reveals that there is 
only one band between 0 and 200 meV with E0 = 97.4 meV and  ΔE0 = 4.2 meV. The 
dispersion relation is thus given by E = 97.4 meV + 4.2 meV cos (30 Å k). The width of this 
band is  2ΔE0 = 8.4 meV. The effective mass in the lowest band is me* = 1.84 × 10–30 kg = 
2.02 me. The following trends are generally found as the band index n increases: Band width 
ΔEn increases; effective mass me, n* decreases.  

 
How do properties of the bandstructure, i. e. the number of bands, their widths, and the effective 
masses change, as the barrier width decreases? How does the bandstructure of the lowest band 
change as the barrier width increases? What is the value of the lowest band width and effective 
mass in the limit of infinitely thick barriers?  
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 Solution: As barrier width decreases, the number of bands increases, band widths increase, 
and effective masses decrease. As the barrier width increases, the band width of the lowest 
band decreases and the dispersion relation becomes less curved. In the limit of infinitely 
thick barriers, one obtains ΔE0 → 0 and me, 0* → ∞.  

 
 
Exercise 2: The effective mass in superlattices. Semiconductor superlattices are periodic 
structures consisting of two different semiconductors. Semiconductors already have bands 
(e. g. the conduction band) and thus we denote the newly formed bands as “minibands”. 
Consider an AlxGa1–xAs/GaAs superlattice with a period of 4.0 nm and a barrier width of 2.0 nm 
and height of 250 meV. Calculate the properties of this superlattice including the number of 
minibands, energies, band widths, and effective confinement masses. Assume that the effective 
mass in bulk GaAs and AlxGa1–xAs is me* = 0.067 × me. 

Next consider that the electrons move in parallel direction to the layers of the superlattice. 
What effective mass do you expect for motion parallel to the superlattice layers? Is transport in 
these superlattice structures isotropic or anisotropic? 

 
Solution: There is one miniband between 0 and 250 meV (there is an additional allowed band 
between 190 meV and 250 meV, but it is only partially within the well). From the calculation 
we obtain E0 = 23.7 meV and ΔE0 = 0.4 meV. The bandwidth is 2ΔE0 = 0.8 meV. Therefore, 
the dispersion relation for the lowest miniband is given by E = 23.7 meV – 0.4 meV 
cos (4.0 nm k).  

 
The effective mass at the bottom of the miniband is given by 
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 When the electron propagates parallel to the superlattice layers, the effective mass is equal to 
me* (= 0.067 × me) because the periodic potential felt by the electron is the one of the GaAs 
lattice. Transport in superlattice structures is anisotropic.  

 
 
Exercise 3: Comparison of photon and electron momenta. Assume that radiative recombination 
processes occur in GaAs. Calculate wavelength and momentum of a photon with energy 1.42 eV. 
In optical transitions, momenta must be conserved. Compare the photon momentum with the 
momentum of an electron located at the boundary of the first Brillouin zone. What conclusions 
can be drawn from this comparison? 
 

Solution: Photon wavelength λ = h c / E = 870 nm 
Photon momentum p = h / λ = 8.0 × 10–28 kg m / s 
Electron momentum at zone boundary pmax = ħ π / a0 = 5.9 × 10–25 kg m / s 
 

 The comparison reveals that the momentum difference between electrons and holes taking 
part in a radiative recombination event must be much smaller than the maximum momentum 
at the zone boundary. Therefore, optical transitions are “vertical” in k-space. Carriers taking 
part in radiative recombination are usually located near the center of the first Brillouin zone, 
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i. e. near k = 0. The comparison also shows that radiative recombination cannot occur in 
indirect-gap semiconductors, which have a substantial difference between the location of 
conduction band minimum and valence band maximum in k space. 

 
 

8.5 The Bloch oscillation 
In the preceding Section, we have learned that an energy gap occurs at the electron wave number 
assumes values of k = ± π / a, ± 2π / a ... . We will next discuss the physical interpretation of 
these energy gaps. To do this we consider the electron k value of π / a. At this value of k, the 
electron de Broglie wavelength is given by λ = 2 a.  

When an electron propagates in the periodic Kronig–Penney potential, it must tunnel through 
the barriers. The tunneling probability through a barrier is always less than one, i. e. T < 1 where 
the tunneling probability through one barrier is denoted as T. Thus the electron wave gets 
partially reflected upon propagation through one barrier. 

If the electron wave propagating in the Kronig–Penney potential gets indeed partially 
reflected at each barrier, then the interference of the partially reflected waves is of importance. 
The difference in path length for waves partially reflected from two adjacent barriers (or crystal 
planes) is 2 a. Since the electron wavelength is λ = 2 a as well, all partially reflected waves 
interfere constructively with themselves. This makes the forward propagation of waves with 
k = π / a impossible. As a consequence, the electron wave undergoes what is called Bragg 
reflection. Bragg reflection is an elastic process in which the magnitude of k is conserved but the 
direction of k is reversed. Similar considerations hold true for electrons with k = ± π / a, 
± 2π / a ... . 

The Bragg reflection can also be understood by taking into account the crystal wave number 
G. When the electron reaches the zone boundary, it undergoes Bragg reflection and the k′ vector 
of the reflected electron is given by the Bragg reflection condition 
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Hence, the electron is Bragg reflected to the negative side of the zone boundary located at 
k = − π / a, without change in total energy.  

Now consider an electron that is subjected to an electric field. The electric field exerts a force 
F = – e E on the electron. Assume that the electron is initially not in motion, i. e. k = 0. Upon 
application of the electric field, the k value of the electron increases from k = 0 to π / a. At this 
value of k, Bragg reflection occurs, and the electron assumes a k value of – π / a. Then the 
electron is again accelerated to k = π / a. At this point, the electron again undergoes Bragg 
reflection and the cycle starts from the beginning. The process described above is called the 
Bloch oscillation of the electron in an energy band of a solid state crystal. 

Next we consider the propagation of the electron along the k axis. Recall that the group 
velocity is given by 
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The rate of kinetic energy gain of an electron propagating along the x axis in an electric field is 
given by 
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With Eq (8.51) we can write 
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Equating Eqs. (8.52) and (8.53) yields the rate of change of the k value of the electron according 
to 
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which is called the acceleration theorem of electrons in a periodic potential accelerated by an 
electric field. Note that in a constant electric field, the rate of change for k, i. e. dk / dt, is a 
constant. Thus, the electron “moves” along the k axis at a constant rate. 
 
 
Exercise 4: The period of Bloch oscillations. Show that the period of the Bloch oscillation is 
given by 
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 Solution: Using dk / dt = (kmax – kmin) / TBloch = [π / a – (– π / a)] / TBloch = (2π / a) / TBloch, and 
the acceleration theorem, one obtains the result given in Eq. (8.55) 

 
 
Scattering mechanisms other than Bragg scattering have not been considered in the above 
discussion. Any inelastic scattering mechanism, e. g. phonon scattering, reduces the electron 
momentum and one can assume that k ≈ 0. Thus it is difficult for the electron to complete the 
entire cycle of the Bloch oscillation. Typical inelastic scattering times are 10–11 s = 10 ps at low 
fields and 10–13 s = 0.1 ps at high fields. 
 
 

Exercise 5: Bloch oscillation. Calculate the period of the Bloch oscillation for a = 0.5 nm and 
E = 1000 V / cm. Compare the period with typical inelastic scattering times. What conclusions do 
you draw from the comparison? 
 
 Solution: The Bloch oscillation period is calculated to be TBloch = 8.2 × 10–11 s. Since TBloch is 

much larger than the typical inelastic scattering time, it is unlikely that the electron 
undergoes a complete Bloch oscillation. Inelastic scattering events are much more likely than 
elastic Bragg scattering events. 

 
 

If the electron could reach the zone boundary, it could also overcome the energy gap to the next 
higher band and then propagate at larger k values in the next higher band. However, such a 
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transition would require additional energy which would have to be provided. Therefore, Bragg 
reflection is the more likely process if the electron ever reaches the zone boundary. Bloch 
oscillations are a theoretically postulated concept but such Bloch oscillations have not been 
observed experimentally. 
 
 
Exercise 6: Bloch oscillation. Figure 8.10 shows the dispersion relation, the electron 
momentum, and the group velocity along the x direction as a function of time, when an electric 
field along the negative x direction) is applied to a crystal containing free electrons. Explain 
Figs. 8.10 (b) and (c). The dashed line in Fig. 8.10 (c) indicates a linear dependence of the 
group velocity near vgr = 0. Explain why vgr depends linearly on t near k = 0. 

 

Solution: According to Eq. (8.54), we have dk / dt = – ħ–1
 e E. Since the electric field E is 

constant, and E < 0 (along negative direction) it is k = – ħ–1
 e E t = C t with C > 0. Thus, 

electrons move along the k axis at a constant rate. When an electron reaches the boundary, it 
is Bragg reflected to the negative side of the boundary, as shown in Fig. 8.10(b). 
Furthermore the electron energy E changes according to  
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This is what we see in Fig. 8.10(c), the group velocity of an electron varies sinusoidally with 
time. At the points where vgr is near zero, the sin function can be approximated by (sin x) ≈ x 
and one obtains 
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 That is vgr changes linearly with time implicating a constant acceleration. Such constant 
acceleration in a constant electric field elucidates the similarity between a free electron and 
an electron in a periodic potential.  

8.6 Semiconductor superlattices 
As shown in the Kronig–Penney model, bands of allowed states and bands of disallowed states 
form for electrons propagating in a periodic potential. Semiconductor superlattices are periodic 
semiconductor structures consisting of two semiconductors with different bandgap. Usually, the 
periods of semiconductor superlattices are longer as the lattice constant of the constituent 
semiconductors. As a result, the allowed bands have a narrower width and these bands are 
therefore called minibands. A miniband in the conduction band of a semiconductor superlattice 
is schematically shown in Fig. 8.11 (a). 

In the absence of an electric field, the energy states of carriers in a superlattice can be 
calculated by the Kronig–Penney model, taking into account the modified boundary conditions 
for semiconductor structures as discussed in the preceding section.  

However, if an electric field is applied to the semiconductor structure, transport can either 
proceed via miniband conduction or by sequential tunneling depending on the magnitude of the 
electric field. 

Consider the case in which the energy drop due to an electric field per period of the 
superlattice is less than the miniband width, i. e. 

 Eae Δ< 2E  (8.56) 

where | e E a | is the energy drop occurring within one period of the superlattice and 2ΔE is the 
width of the miniband. In this case, electrons will propagate within the miniband formed by the 
superlattice. This situation is schematically shown in Fig. 8.11(b) 

Next consider the case in which the energy drop due to the electric field per period of the 
superlattice is larger than the miniband width, i. e. 

 Eae Δ> 2E  . (8.57) 

In this case, the miniband no longer exists since the structure has lost its strict periodicity. 
Discrete levels rather than a miniband will form in each quantum well. Electrons propagate in 
the superlattice by sequentially tunneling through the barriers rather than by miniband 
conduction. This situation is shown in Fig. 8.11(c). The sequence of energy levels is frequently 
referred to as a Stark ladder, reminiscent of the Stark effect which describes the change of 
energy levels under the influence of electric fields. 

The transport parallel to the superlattice layers is not affected by the superlattice structures 
since the periodic potential felt by an electron is either the potential of the well material or that 
of the barrier material, depending on the layer of propagation. Most carriers will propagate in the 
well layers due to the lower energy of the well layers. 
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9 
 
 

Approximate solutions of the Schrödinger equation 
 
 

9.1 The WKB method 
The Schrödinger equation has analytic solutions only for very few selected potential energies 
U(x). For example, the infinite square well has an analytic solution. If the one-dimensional 
potential energy does not have a very simple form, the solution of the one-dimensional time-
independent Schrödinger equation 

 )()()()(
d
d

2 2

22
xExxUx

xm
ψ=ψ+ψ−

h  (9.1) 

is generally a complicated problem. Some approximate methods to solve the Schrödinger 
equation are the perturbation method (see Chaps. 10 and 11) or the variational method (see 
Chap. 9). An approximate method of great versatility has been developed by Wentzel, Kramers 
and Brillouin (1926) and is called the WKB method or WKB approximation. This method 
provides approximate wave functions in one-dimensional problems. The WKB method can also 
be applied to three-dimensional problems, where the potential is spherically symmetric and a 
radial differential equation can be separated from the three-dimensional problem (see, for 
example, Bohm, 1951). 

The WKB approximation can be used, if the potential energy U(x) varies slowly. 
Specifically, changes in U(x) should be small on the length scale of the de Broglie wavelength. 
In a constant potential, the Schrödinger equation has the solutions exp (± i k x), with 
k = 2 π / λ = const. If U(x) varies slowly with x, we write the solution in the form 

 )(ie)( xx φ=ψ  (9.2) 

where the function φ(x) represents the phase of the wave. In a constant potential φ(x) = ± k x, that 
is, the phase changes linearly with x. In a slowly varying potential, it is expected that φ(x) 
deviates slightly from the linear dependence on x. To further investigate the function φ(x) it is 
convenient to use the abbreviations 

 [ ])(21)( xUEmxk −=
h

 for E ≥ U(x) (9.3) 

 [ ] )(i)(2i)( xExUmxk κ−=−
−

=
h

 for E ≤ U(x). (9.4) 

Insertion of Eq. (9.2) into the time-independent Schrödinger equation and using Eqs. (9.3) and 
(9.4) yields 
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which is just a different representation of the Schrödinger equation, which has, however, the 
same physical content. The WKB approximation is intended for potentials that do not vary 
rapidly. Therefore, as a zero-order approximation, we assume that the second derivative of φ(x) 
with respect to x is very small 

 .0
d
d

2

2
≈

φ

x
 (9.6) 

One obtains 

 2
2

0 )(
d

d
xk

x
=⎟

⎠

⎞
⎜
⎝

⎛ φ
 . (9.7) 

The subscript zero in φ0 is used to emphasize that this is a zero-order approximation. Integration 
yields 

 00 d)()( Cxxkx +±=φ ∫  (9.8) 

where C0 is an integration constant. This equation is the simplest form of the WKB 
approximation. 

A successive approximation method can be obtained by taking into account a finite second 
derivative, instead of the more crude approximation made in Eq. (9.6). Equation (9.5) can then 
be rewritten as 

 2

2
2

2

d
di)(

d
d

x
xk

x
φ

+=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ φ  . (9.9) 

Integration of φ′ = dφ / dx without neglecting the second derivative on the right-hand side of this 
equation (in contrast to the previous omission of φ′′ = d2φ / dx2, see Eq. 9.6) yields 

 10
2 d)(i)()( Cxxxkx

x
+φ′′+±=φ ∫  . (9.10) 

Using Eq. (9.7) to determine φ′′(x), one obtains 

1
2

10
2

1 d)(i)(d)(i)()( CxxkxkCxxxkx
xx

+′±±=+φ′′+±=φ ∫∫  (9.11) 

where k′(x) = dk (x) / dx. The subscript one in φ1 is used to emphasize that this is a first-order 
approximation. Since we have required that the wave function does not vary too violently, one 
can state that 

 2)()( xkxk <<′  . (9.12) 
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Thus, the first-order approximation is only slightly different from the zero-order approximation 
of Eq. (9.8). With the condition of Eq. (9.12), one can further simplify Eq. (9.11) and expand the 
square-root as follows 

 111 )(ln
2
id)(d

)(
)(

2
i)()( CxkxxkCx

xk
xkxkx

xx
++±≈+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ′
+±≈φ ∫∫  . (9.13) 

We have thus derived the zero-order (Eq. 9.8) and the first-order approximation (Eqs. 9.11 and 
9.13) for φ(x). Both approximations are known as the WKB method. Insertion of Eqs. (9.8) and 
(9.13) into Eq. (9.2) yields the wave function for the zero order and first order WKB 
approximation 

 ⎟
⎠
⎞

⎜
⎝
⎛ ±≈ψ ∫ xxkx

x
d)(iexp)(  (zero-order WKB) (9.14) 

 

 ⎟
⎠
⎞

⎜
⎝
⎛ ±≈ψ ∫ xxk

xk
x

x
d)(iexp

)(
1)(  (first-order WKB) (9.15) 

This wave function can be used in the classically allowed and forbidden regions, as illustrated by 
region II and III in Fig. 9.1, respectively. 

 

As an example, we use the WKB approximation to calculate the amplitude of a wave 
function in the classically forbidden region of a potential energy U(x). Such a classically 
forbidden region is shown in Fig. 9.1. A particle with total energy E has a kinetic energy 
E − U(x). In the classically forbidden region, the kinetic energy is negative which cannot occur 
for classical particles. Therefore, regions where the condition E – U(x) < 0 is satisfied, are 
forbidden for classical particles. In contrast, the Schrödinger equation has solutions even in 
classically forbidden regions. As will be seen below, the amplitude of the wave function rapidly 
decreases in these regions. The particle or the wave function tunnels into the barrier. The 
amplitude of the wave function in the barrier will be denoted as ψIII(x), as shown in Fig. 9.1. To 
calculate ψIII(x), we assume that the wave function has an amplitude ψIII(0) at the boundary 
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between the classically allowed region II and the classically forbidden region III. Calculating the 
amplitude of the wave function according to the zero-order WKB approximation Eq. (9.14) 
yields 

 [ ]
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−−ψ=
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⎡
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xx
xExUmxxx

0
III

0
IIIIII d)(21exp)0(d)(exp)0()(

h
 (9.16) 

Equations (9.14), (9.15), and (9.16) are valid for an arbitrary potential U(x).  
Applying the WKB approximation to the classically allowed region II, provides further 

insight. In region II, it is E > U(x) and k(x) is a real quantity. We define the effective wavelength 
as 

 
)(

2)(
xk

x π
=λ  . (9.17) 

If U(x) is constant, then k(x) is a constant as well, and, according to Eq. (9.17), λ is a constant. In 
the classical picture, a particle in a constant potential has a constant momentum. In the quantum-
mechanical picture, the wave in a constant potential has a constant wavelength. Now consider a 
varying potential energy U(x). In this case, the momentum of a classical particle varies according 
to the variations of the potential energy. The wavelength of the quantum wave depends on the 
potential energy U(x). This dependence is given by Eqs. (9.17) and (9.4). Hence, the WKB 
method can be understood as going from a constant wavelength λ in a constant potential to a 
slowly varying wavelength in a slowly varying potential. Recall that the WKB approximation 
was derived for a slowly varying potential (see Eq. 9.12). Using Eq. (9.17), this condition can be 
rewritten as 

 
λ

<<
)(

d
)(d xU

x
xU  . (9.18) 

That is, the changes of U(x) must be slow on the scale of λ. 
 
 
Exercise 1: Tunneling probability through a barrier. Consider the quantum barrier shown in 
Fig. 9.2. Electrons in Region I do not have sufficient energy to overcome the barrier by thermal 
emission over the barrier. However, carriers have a non-zero probability to tunnel through the 
barrier. The probability of “finding” the electron at the left-hand side of the barrier is given by 
ψII*(0)ψII(0). Similarly, the probability of “finding” the electron at the right-hand side of the 
barrier is given by ψII*(LB) ψII(LB). Thus the tunneling probability is given by 

 
)0()0(
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II
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LL
T  . (9.19) 

Using the zero-order WKB approximation to calculate the wave function in the barrier yields 
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 . (9.20) 
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Thus the tunneling probability is given by  

 
[ ]∫= =
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0

1– d–)(22–
e

L
x xExUm

T
h

 (9.21) 

Calculate the tunneling probability of an electron with mass m* = 0.067m0 and energy 
E = 100 meV through a rectangular barrier with height UII = 200 meV and barrier thickness 
LB = 100 Å. Assume that UI = UIII = 0. What is the dependence of the tunneling probability 
through a rectangular barrier on (i) the barrier thickness, (ii) the barrier height? What is the 
tunneling probability for LB = 1000 Å? 

 

Solution: The tunneling probability is T = 2.2 × 10–4 and T = 2.8 × 10–37 for LB = 100 Å and 
1000 Å, respectively. The tunneling probability decreases exponentially with the barrier 
thickness. It decreases exponentially with the square root of the barrier height. This exercise 
shows that tunneling effects are significant for barrier thicknesses on the order of 100 Å and 
smaller. It also shows that the tunneling probability through thick barriers (e. g. 1000 Å) is 
extremely small. 
 

What are the implications for the gate leakage current in devices such as Si MOSFETs with an 
oxide thickness of 100 Å? 
 

Solution: In Si MOSFETs, the tunneling barrier height is >> 100 meV since SiO2 has a large 
bandgap (Eg ≈ 5 eV). Therefore, the gate leakage current is negligibly small for an oxide 
thickness of 100 Å. 

 
What are the implications for the doping concentration in ohmic metal-semiconductor contacts? 
  
 Solution: Ohmic contacts are made by heavily doping the semiconductor of a metal-

semiconductor contact. The depletion region thickness in the semiconductor is so small that 
tunneling is the dominant transport mechanism between the metal and the semiconductor. 
Thus, the doping concentration in the semiconductor must be so high that the depletion 
region thickness is << 100 Å. 
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9.2 The connection formulas in the WKB method 
The WKB approximation provides a quasi-oscillatory solution and a quasi-exponentially damped 
solution in the classically allowed and forbidden regions of a potential respectively. Special care 
must be taken to use the WKB method in the vicinity of a so-called classical turning point. As 
shown in Fig. 9.3, a classical particle would be allowed only in region II where E > U(x). A 
classical particle with total energy E would turn around at x = a, since its kinetic energy at this 
point is zero, i. e. E – U(a) = 0. In contrast, a quantum-mechanical particle can tunnel beyond the 
classical turning point. 

 

In the vicinity of the classical turning point, the wavevector approaches zero, i. e. k(x) → 0. 
However, the derivative remains finite, that is 

 [ ] 0)(2i
d
d

d
)(d

≠−
−

= xUEm
xx

xk
h

 . (9.22) 

The application of the WKB method requires that k(x) does note vary violently, as stated in Eqs. 
(9.12) and (9.18). This condition can be also expressed as 

 )(
d

)(d)( xkx
x
xkxk <<Δ=Δ  . (9.23) 

This condition is obviously not fulfilled in the vicinity of a classical turning point where 
k(x) → 0. Hence, the WKB approximation cannot be applied in the vicinity of classical turning 
points. However, because the WKB method is problematic only in the vicinity of a turning point, 
it is desirable to find some connection formulas that would make possible the utilization of the 
WKB approximation even in the vicinity of turning points. 

An excellent derivation of the connection formulas was given by Merzbacher (1970). In this 
derivation, it was assumed that the potential energy U(x) depends linearly on x in the vicinity of 
the classical turning point. The derivation of the connection formulas shall be omitted here and 
only the results will be summarized. The connection formulas connect the wave functions 
obtained by the WKB-method in regions I, II, and III (see Fig. 9.3 and Fig. 9.4). The classical 
turning point may be to the left or to the right of the allowed region II as shown in Fig. 9.3 and 
Fig. 9.4, respectively. The connection formulas are given by: 

 



Chapter 9 - Approximate solutions of the Schrödinger equation 

© E. F. Schubert Chapter 9 – page 7

(1) Turning point is to the left of the classically allowed region (see Fig. 9.3) 
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(2) Turning point is to the right of the classically allowed region (see Fig. 9.3) 
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Caution has to be exercised, if the connection formulas are applied. Consider Case (1), in which 
the classical turning point is to the left of the classically allowed region. According to Eqs. (9.24) 
and (9.25), the wave function on the left side of the turning point may either decrease 
exponentially (Eq. 9.25) or increase exponentially (Eq. 9.24) with x. Even though a wave 
function may be adequately described by a single exponential function at some position x0, the 
connecting wave function may become important at another position x1, due to the exponential 
nature of the two functions. Therefore, caution must be exercised, if one of the two wave 
functions is neglected. 
 
 

9.3 The WKB method for bound states 
The WKB method can be used to obtain the eigenstate energies of a potential well. An example 
of such a potential well is shown in Fig. 9.5. The WKB approximation can be used in the three 
regions I, II, and III. In the vicinity of the classical turning points, the connection formulas will 
be used. In region I, the wave function must vanish for sufficiently small x. Therefore, the 
unnormalized wave function in region I is given by  
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According to the connection formula Eq. (9.24) the wave function in the classically allowed 
region II is given by 
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Rewriting this equation by employing a trigonometric conversion yields 
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Comparing the two terms of this equation with the connection formulas, Eqs. (9.26) and (9.27), 
yields that only the last cosine term yields an exponentially decreasing wave function in region 
III. Hence, the first term must vanish; this yields the condition 

 π⎟
⎠
⎞⎜

⎝
⎛ +=∫ 2

1d)( nxxk
b
a

 for n = 0, 1, 2 … (9.31) 

This equation enables us to obtain the discrete (approximate) eigenstate energies of an arbitrary 
shaped quantum well. Note that the validity of the connection formulas is limited to potential 
energies U(x) which depend linearly on x in the vicinity of the classical turning point. With the 
de Broglie relation p = ħ k one obtains 
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b
a

 for n = 0, 1, 2 … (9.32) 
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Integration of p(x) in terms of a closed curve (i. e. one round trip of the quantum wave in the 
potential well) yields 

 hπ⎟
⎠
⎞⎜

⎝
⎛ +== ∫∫ 2d)(2d)( 2

1nxxpxxp
b
a

 for n = 0, 1, 2 … (9.33) 

The physical interpretation of this equation is facilitated by rewriting the equation as 

 ba
b
a

ccnxxp π+π+π=∫ 222d)(2
h

 for n = 0, 1, 2 … (9.34) 

The term 2π n represents the integral number of wavelengths of the quantum mechanical wave in 
the quantum well between the classical turning points. In the example shown in Fig. 9.6, three 
full wavelengths fit into the round-trip distance of the quantum well and hence n = 3. The terms 
2π ca and 2π cb in Eq. (9.34) can be interpreted as the change of the phase of the quantum 
mechanical wave incurred at the classical turning points x = a and x = b. Comparison of Eq. 
(9.34) with Eq. (9.33) reveals that ca = cb = (1/4), i. e., the change of phase of the wave function 
at the classical turning points is a quarter wave. Note that this change of phase of π / 2 deduced 
here is the result of the connection formulas discussed in the previous section. The connection 
formulas were derived for potential energies U(x) that are, in the vicinity of the turning points, 
linear functions of x. This situation is shown in Fig. 9.6(a). Consequently, a phase change of π / 2 
applies only to potentials U(x) that depend linearly on x in the vicinity of the turning point. 

 

We now consider the case in which the turning points are at a discontinuous change of U(x), 
as illustrated in Fig. 9.6(b). Assuming that the walls of the potential well are infinitely high, the 
wave function must vanish at the turning point. Hence the change in phase incurred by the wave 
at the turning point must be π, i. e. ca = cb = (1/2). Using this value in Eq. (9.34), one obtains 

 ( ) hπ+=∫ 1d)( nxxp
b
a

 for n = 0, 1, 2 ... (9.35) 

which is identical to the one-dimensional Bohr-Sommerfeld quantization condition given in 
Eq. (1.3.36). This is not surprising: In the Bohr-Sommerfeld model, the electron trajectory 
around the nucleus is a rigid circle or ellipsis, and hence the wave function vanishes for radii 
larger than the Bohr radius. 

We summarize the phase changes of the quantum mechanical wave for a linear and a 
discontinuous potential energy U(x) at the turning point: 



Chapter 9 - Approximate solutions of the Schrödinger equation 

© E. F. Schubert Chapter 9 – page 10

 thenfunction,linear)(If =xU  4
1=ac  (9.36) 

 thenus,discontino)(If =xU  2
1=ac  . (9.37) 

The same applies to cb. 
 
 
Exercise 2: The WKB approximation for bound states. Calculate the energies of the allowed 
states of a particle with mass m* in a one-dimensional infinite square-shaped quantum well by 
using the WKB approximation. The potential energy of the infinite square well is given by 
U(x) = 0 for | x | < LQW / 2 and U(x) = ∞ for x = ± LQW / 2. 
 

Solution: Using Eq. (9.34) with ca = cb = (1/2), one obtains 
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( ) hπ12 *
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Solving for En yields 
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Calculate the energies of the allowed states of a particle with mass m* in a one-dimensional 
triangular-shaped quantum well by using the WKB approximation. The potential energy of the 
triangular-shaped well is given by U(x) = e E x for x ≥ 0 and U(x) = ∞ for x < 0. 

 
Solution: Using Eq. (9.34) with ca = (1/2) and cb = (1/4), one obtains  
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Calculate the energies of the allowed states of a particle with mass m* in a one-dimensional 
V-shaped quantum well by using the WKB approximation. The potential energy of the V-shaped 
well is given by U(x) = e E | x |. 

Solution: 
3/12223/2
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Calculate the energies of the allowed states of a particle with mass m* in a one-dimensional 
parabolic-shaped quantum well by using the WKB approximation. The potential energy of the 
parabolic-shaped well is given by U(x) = (1/2) m ω2

 x2. 
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Solution: ω⎟
⎠
⎞⎜

⎝
⎛ += h2

1nEn  for n = 0, 1, 2 ... (9.41) 

9.4 The variational method 
The variational method is a versatile method to calculate approximate wave functions and 
eigenstate energies of a potential. The starting point of the variational method is an educated 
guess for the wave function of a given quantum mechanical potential. Having made such an 
initial guess, it is not clear that the wave function given by the educated guess is a good wave 
function, i. e., if it matches well the true wave function of the potential. Therefore, we call the 
approximate wave function based on the guess the trial wave function or trial function. The trial 
function may contain one or several trial parameters whose selection allows for an optimization 
of the wave function. Assuming that the normalized trial function for a one-dimensional problem 
is then given by ψ(x, α), where x is the spatial coordinate and α is the trial function parameter or 
trial parameter, whose value must yet be determined. 

The expectation value for the total energy of a quantum mechanical particle, described by the 
trial function ψ (x, α), is given by 

 ),(),( αψαψ= xHxE  (9.42) 

Like ordinary particles, quantum mechanical particles assume a state in which their total energy 
is minimized. This fact can be used to find an optimum value for the trial parameter. Thus the 
condition 

 0),(),(
d
d

d
d

=αψαψ
α

=
α

xHxE  (9.43) 

can be used to determine the optimum value for α. Of course the quality of the wave function 
and of the eigenstate energy will also depend on the quality of the trial function, i. e., on the 
initial educated guess. Finally, the insertion of the optimum value for α into Eq. (9.42) yields the 
eigenstate energy. 

If the trial function has more than one trial parameter, the condition of Eq. (9.43) needs to be 
applied several times, i. e. for each trial parameter. Whereas the quality of the wave function can 
improve with the number of trial parameters, so does the computational effort. The variational 
method thus allows one to calculate the wave function and the eigenstate energy of particles in a 
quantum mechanical potential. With a good trial function, the accuracy of the eigenstate energy 
can be better than 1%, even if only a single trial parameter is used. 
 
 
Exercise 3: The Fang-Howard wave function. In this exercise, the ground-state wave function 
and energy of a triangular potential well are calculated by the variational method. The potential 
occurring in the semiconductor of a MIS structure has a triangular shape, as shown in Fig. 9.7. 
The potential energy in the semiconductor is given by U(x) = Epot(x) = e E x. Use the trial 
function ψ( x, α ) = A x e–αx where A is a normalization constant and α is the trial parameter. This 
trial function was introduced by Fang and Howard (1966).  

First calculate the normalization constant A by using the normalization condition. Then 
calculate the expectation value of the total energy as a function of α. Determine the trial 
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parameter α by minimizing the expectation value of the total energy with respect to α, i. e. 
(d / dα) 〈E(α)〉 = 0. Finally calculate the expectation value for the total energy, E0. 

 
Solution: Application of the normalization condition (i. e. using 〈ψ | ψ〉 = 1) yields:  

A = 2α3/2 (9.44a)   
 
Minimizing the energy expectation value (i. e. using d〈E〉/dα  = 0) yields:  

α = [(3/2) e E m* / ħ2]1/3 (9.44b) 
 
Calculation of the total energy expectation value (i. e. calculating 〈E〉) yields:    

E0 = (3/2)[(3/2) e E ħ / (m*)1/2]2/3 (9.44c) 

 

 
Draw the band diagram of a GaAs metal insulator semiconductor (MIS) structure for negative, 
zero, and positive bias. Then assume that the electric field in the GaAs is E = 7 × 104 V / cm in 
the positively-biased case. Calculate the ground state energy of electrons in the GaAs 
(m* = 0.067 m0) by using the Fang-Howard wave function. 
 

Solution:   E0 = 75 meV. 
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Exercise 4: Variational wave functions in a V-shaped potential well. In this exercise, the 
ground-state wave function and two excited-state wave functions and the state energies of a 
V-shaped potential well are calculated by the variational method. The potential and wave 
functions are shown in Fig. 9.8. The potential energy in the semiconductor is given by U(x) = 
Epot(x) = e E x for x ≥ 0 and U(x) = Epot(x) = – e E x for x ≤ 0. Develop trial wave functions of the 
lowest three states taking into account that the lowest three wave functions have 0, 1, and 2 
nodes. Also take into account the even symmetry of the n = 0 and n = 2 states, and the odd 
symmetry of the n = 1 state. 

 
Solution: There are several possible solutions to this exercise. One possible set of trial wave 
functions is: 

 xxAx 0e)1()( 000
α−α+=ψ  for x ≥ 0 (9.45a) 

 xxAx 0e)1()( 000
αα−=ψ  for x < 0 (9.45b) 

 xxAx 1e)( 11
α−=ψ  for x ≥ 0 (9.45c) 

 xxAx 1e)( 11
α=ψ  for x < 0 (9.45d) 

 xxxAx 2e)1()1()( 2
22

222
α−α+−α=ψ  for x ≥ 0 (9.45e) 

 xxxAx 2e)1()1()( 2
22

222
αα−−α=ψ  for x < 0 (9.45f) 

The normalization constants of the trial wave functions are determined by using the 
normalization condition. One obtains 

 00 )5/2( α=A  (9.46a) 

 3
11 2 α=A  (9.46b) 

 22 )63/4( α=A  (9.46c) 

Minimizing the expectation value of the energy yields the variational parameters  

 ( ) 3/123/1

4
9

0 /*2 hme E⎟
⎠
⎞⎜

⎝
⎛=α  (9.47a) 

 ( ) 3/12
3/1

4
3

1 /*2 hme E⎟
⎠
⎞⎜

⎝
⎛=α  (9.47b) 

 ( ) 3/12
3/1

12
47

2 /*2 hme E⎟
⎠
⎞⎜

⎝
⎛=α  (9.47c) 

The eigenstate energies are then given by 
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3/12223/1

0 *22
81
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⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛=

m
eE Eh  (9.48a) 

 
3/12223/1

1 *22
9

2
3

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛=

m
eE Eh  (9.48b) 

 
3/12223/2

2 *212
47

7
9

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛=

m
eE Eh  (9.48c) 

 The agreement of the eigenstate energies with the numerically evaluated correct values is 
generally quite good. The difference between approximation and correct value is typically 
just a few percent. 
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10 
 
 

Perturbation theory 
 
 

Quantum mechanical systems may be exposed to perturbations including external electric fields, 
magnetic fields, or electromagnetic radiation. Due to such perturbations, the quantum system 
considered here is stimulated and, as a consequence, changes its state. This change of state may 
include changes in the shape of wave functions, state energies, and occupation probability of 
states. This is what perturbation theory is all about. Perturbation theory is one of the most 
important methods for obtaining approximate solutions to Schrödinger’s equation. 

 
10.1 First-order time-independent perturbation theory 

This section covers first-order perturbation calculation of a stationary, non-degenerate quantum 
state. Suppose a quantum mechanical system whose eigenstate energies and wave functions are 
known. Suppose that the unperturbed system is described by the hamiltonian operator H0, the 
eigenstate energies En

0, and the wave functions ψn
0. Then the Schrödinger equation of the 

unperturbed system is given by 

 0000
nnn EH ψ=ψ . (10.1) 

Here, the superscript 0 is used for energies, wave functions and the hamiltonian operator of the 
unperturbed system. If the system is subjected to a small perturbation, then perturbation theory 
allows one to determine the modifications of the eigenstate energies, wave functions, and 
occupation probabilities. It may seem that these are very special circumstances; however, it will 
become clear, that perturbation theory is of great practical importance. 

The hamiltonian operator of a perturbed system is given by 

 HHH ′λ+= 0  (10.2) 

where H0 is the hamiltonian operator of the unperturbed system and H′ is called the perturbation 
term in the hamiltonian. The parameter λ allows us to turn the perturbation on (λ = 1) and off 
(λ = 0). The parameter λ further indicates the smallness of the perturbation. That is, the system 
described by the hamiltonian H has experienced only a small perturbation when compared to the 
unperturbed system. The parameter λ can have the value of one, (λ = 1), without loss of general 
validity of the perturbation theory. The Schrödinger equation of the perturbed system is given by  

 ( ) nnnn EHHH ψ=ψ′λ+=ψ 0 . (10.3) 

It is evident that the perturbed system merges with the unperturbed system if λ approaches zero, 
i. e.  

 0
0

lim nn EE =
→λ

 (10.4) 
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and 

 0
0

lim nn ψ=ψ
→λ

 . (10.5) 

To obtain a solution of the perturbed problem, an expansion of En and ψn in a power series in λ 
is employed 

 L+′′λ+′λ+= nnnn EEEE 20  (10.6) 

 L+ψ ′′λ+ψ′λ+ψ=ψ nnnn
20  (10.7) 

where En′ = dEn / dλ  and ψn′ = dψn / dλ. The first three terms of this power series are illustrated 
in Fig. 10.1, where the unperturbed values of En and ψn are displayed together with their first-
order correction term (λEn′ and λψn′) and their second-order correction term (λ2En′′ and λ2ψn′′). 
It is the goal of first-order perturbation theory to find the values of En′ and ψn′. 
Correspondingly, it is the aim of second-order perturbation theory to find the values of En′′ and 
ψn′′. 

 

Substitution of Eqs. (10.6) and (10.7) into the perturbed Schrödinger equation (Eq. 10.3) 
yields 

 ( )00000
nnn EH ψ−ψλ  

 ( )00001
nnnnnn EEHH ψ′−ψ′−ψ′+ψ′λ+  

 ( )0002
nnnnnnnn EEEHH ψ′′−ψ′′−ψ ′′−ψ′′+ψ ′′λ+  (10.8) 

 ( )L3λ+  

 ( )L4λ+  

 0=+ L  . 
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If the perturbation is neglected (λ = 0), one obtains the original eigenvalues En
0 and 

eigenfunctions ψn
0. We next consider the case  λ ≠ 0. The sum in Eq. (10.8) equals zero, only if 

each summand is zero, that is 

0th order terms: 0000
nnn EH ψ=ψ  (10.9) 

1st order terms: 0000
nnnnnn EEHH ψ′+ψ′=ψ′+ψ′  (10.10) 

2nd order terms: 000
nnnnnnnn EEEHH ψ′′+ψ′′+ψ ′′=ψ′′+ψ ′′  (10.11) 

The first of these three equation is the unperturbed Schrödinger equation. The second equation 
contains only first-order terms and it will be used to derive first-order perturbation results. The 
third equation contains only first-order and second-order terms and it will be used to derive 
second-order perturbation results. Note that in the above three equations, H0, ψn

0, En
0, and H′ are 

known. 
It is the purpose of first-order perturbation theory to find solutions for En′ and ψn′ (En′′ and 

ψn′′ will be determined by second-order perturbation theory which is discussed in the subsequent 
section). Because ψn′ is an unknown wave function, we will try to express ψn′ as a series of a 
complete set of orthogonal eigenfunctions  

 0
jjjn a ψ=ψ′ ∑  (10.12) 

The wave functions ψj
0 represent the complete orthonormal set of wave functions of the system. 

Nearly any wave function can be synthesized from this orthonormal set. The particular wave 
function ψn is one specific wave function of the complete set. In order to determine the perturbed 
wave function ψn′, the coefficients aj must be determined. Substitution of Eq. (10.12) into 
Eq. (10.10) yields 

 000000
nn

j
jjnn

j
jj EaEHaH ψ′+ψ=ψ′+ψ ∑∑  . (10.13) 

Using 
 ∑∑ ψ=ψ

j
jjj

j
jj EaaH 0000  (10.14) 

one obtains 
 000000

nn
j

jjn
j

njjj EaEHEa ψ′+ψ=ψ′+ψ ∑∑  . (10.15) 

Consider next a wave function ψm
0 which is the mth wave function of the orthonormal set of 

wave functions ψj
0 given in Eq. (10.12). Pre-multiplication of Eq. (10.15) with ψm

0*, and 
integration over position space yields 

 mnnnmnmmm EEaHEa δ′+=ψ′ψ+ 0000  . (10.16) 

Here, we have used the orthogonality of the set ψj
0, that is 〈ψm

0
 ⎢ψj

0〉 = 0 for m ≠ j and 
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〈ψm
0

 ⎢ψj
0〉 = 1 for m = j. This can be expressed by the Kronecker delta 〈ψm

0
 ⎢ψj

0〉 = δmj or 
〈ψm

0
 ⎢ψn

0〉 = δmn. In Eq. (10.16), it is either m = n or m ≠ n. One obtains for 

m = n: 00
nnn HE ψ′ψ=′  (10.17) 

which is the first-order correction term to the energy. Hence, the energy of the nth state of a 
system, subjected to the perturbation hamiltonian H′, calculated by first-order perturbation 
theory, is given by 

 000
nnnn HEE ψ′ψλ+=  (10.18) 

Furthermore, one obtains for  

m ≠ n: 00

00

mn

nm
m

EE

H
a

−

ψ′ψ
=  (10.19) 

This equation can be used to calculate all am, except the value of am=n. The value of am=n can be 
calculated by requiring that the first-order corrected wave function is normalized, i. e. 
〈ψn

0 + λψn′ ⎢ψn
0 + λψn′〉 = 1. This condition yields for 

m = n: 11d *2*00
*

00 =λ+λ+λ+=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
ψλ+ψ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
ψλ+ψ ∑∑∫ ∑

∞

∞− m
mmmm

m
mmn

m
mmn aaaaxaa  

 (10.20) 

A simple solution of this equation is am = am* = an = an* = 0. Hence, the wave function of the nth 
state of a system, subjected to the perturbation hamiltonian H′, calculated by first-order 
perturbation theory, is given by 

 ∑
≠

ψ
−

ψ′ψ
λ+ψ=ψ

nm
m

mn

nm
nn

EE

H
0

00

00
0  (10.21) 

The sum in this equation is carried out for all values of m except the value m = n. This equation 
shows, that the wave functions of all other (unperturbed) states have to be known, to calculate 
the perturbed wave function of the nth state. The influence of other wave functions decreases, as 
the energy-separation increases, since En

0 – Em
0 is in the denominator of the expression. 

 
 

10.2 Second-order time-independent perturbation theory 
The energy and the wave function of a perturbed state can be expressed in terms of the expansion 
of Eqs. (10.6) and (10.7). It is the aim of the second-order perturbation calculation to find 
formulas for En′′ and ψn′′. In analogy to the first-order calculation, ψn′′ is expressed in terms of 
the complete set of orthonormal wave functions of the unperturbed system, i. e. 
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 0
jjjn b ψ=ψ ′′ ∑  (10.22) 

Inserting Eq. (10.22) and Eq. (10.12) into Eq. (10.11) yields 

 000000
nnjnjjjnjjjjjjjjj EEaEbaHEb ψ′′+ψ′′+ψ=ψ′+ψ ∑∑∑∑  . (10.23) 

Similar to the previous section, we consider one specific wave function ψm
0 of the complete 

orthonormal set of wave functions of the unperturbed system. Pre-multiplication with ψm
0*, 

integration over all configuration space, and recalling that 〈ψm
0 ⎢ψj

0〉 = δmj yields 

 nmnmnnmjmjjmm EaEEbHaEb δ′′+′+=ψ′ψ+ ∑ 0000  . (10.24) 

In this equation, it is either m = n or m ≠ n. With m = n, one obtains the second-order correction 
term to the energy 

m = n: nnjnjjn aEHaE ′−ψ′ψ=′′ ∑ 00  (10.25) 

 nnnnnjnjnj aEHaHa ′−ψ′ψ+ψ′ψ= ∑ ≠
0000  . (10.26) 

In Eq. (10.25), the sum is carried out for all values of j, whereas in Eq. (10.26), the sum is 
carried out for all values of j except the value j = n. Using the result of first-order perturbation 
theory for En′ (see Eq. 10.17), then the last two terms of Eq. (10.26) cancel. Using the first-order 
perturbation result for aj (Eq. 10.19), one obtains 

 ∑
≠ −

ψ′ψ
=′′

nj jn

jn
n

EE

H
E 00

200

 (10.27) 

which is the second-order correction to the energy of the nth state of a system subjected to the 
perturbation hamiltonian H′. Note that the second-order term given in the above equation 
increases drastically if two energy-levels are closely spaced, i. e. for small En

0 – Ej
0. The second-

order correction term becomes large for a small separation of two energy levels. It is therefore 
frequently said that energy levels repel each other. States energetically distant from the state of 
interest may be neglected in practical calculations.  

For m ≠ n in Eq. (10.24), using that an = 0, and with Eqs. (10.17) and (10.19), one obtains 

m ≠ n: 
( )( ) ( )200

0000

0000

0000

mn

nmnn

nj mnjn

jmnj
m

EE

HH

EEEE

HH
b

−

ψ′ψψ′ψ
−

−−

ψ′ψψ′ψ
= ∑

≠
 . (10.28) 

Finally bm = bn  (m = n) must be determined, which can again be achieved with the normalization 
condition. 
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m = n: 102000200 =ψλ+ψλ+ψψλ+ψλ+ψ ∑∑∑∑
j

jj
j

jjn
j

jj
j

jjn baba  . (10.29) 

Evaluation of this integral yields the value of bm=n = bn 

 
( )∑∑

≠ −

ψ′ψ
−=−=

nj jn

nj

j
jn

EE

H
ab 200

200
2

2
1

2
1  . (10.30) 

Using these values of bm, the second-order correction term of the wave function (see Eq. 10.22) 
is given by 

( ) ( ) ( ) ( )
⎪
⎪
⎭

⎪⎪
⎬

⎫

⎪
⎪
⎩

⎪⎪
⎨

⎧

ψ
−

ψ′ψ
−ψ

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

ψ′ψψ′ψ
−

−−

ψ′ψψ′ψ
=ψ ′′ ∑∑

≠≠

0
200

200
0

200

0000

0000

0000

2
n

mn

nm
m

mn

nmnn

nj mnjn

jmnj

nm
n

EE

H

EE

HH

EEEE

HH
 

 (10.31) 

The second order correction terms for the energy and the wave function have now been obtained. 
For convenience, the results of first-order and of second-order perturbation theory for the energy 
and wave function of the nth state are summarized: 
 
First- and second-order correction to the energy of the nth state: 

 ∑
≠ −

ψ′ψ
λ+ψ′ψλ+=

nj jn

jn
nnnn

EE

H
HEE 00

200
2000  (10.32) 

First- and second-order correction to the wave function of the nth state: 

( )( ) ( ) ( )
⎪
⎪
⎭

⎪⎪
⎬

⎫

⎪
⎪
⎩

⎪⎪
⎨

⎧

ψ
−

ψ′ψ
−ψ

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

ψ′ψψ′ψ
−

−−

ψ′ψψ′ψ
λ

+ψ
−

ψ′ψ
λ+ψ=ψ

∑∑

∑

≠≠

≠

0
200

200
0

200

0000

0000

0000
2

0
00

00
0

2
n

mn

nm
m

mn

nmnn

nj mnjn

jmnj

nm

m
nm mn

nm
nn

EE

H

EE

HH

EEEE

HH

EE

H

 

 (10.33) 
 

10.3 Example for first-order perturbation calculation 
A simple example for a first-order perturbation calculation is illustrated in Fig. 10.2. The 
unperturbed potential is a square-shaped quantum well. The lowest eigenstate energy En=0

0 and 
wave function ψn=0

0 are shown as well. The system is now subjected to a potential perturbation, 
and it is the purpose of this example to calculate the perturbed ground-state energy 
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En=0 = En=0
0 + λEn′. The perturbation used in this example is a potential energy perturbation 

given by 

 0)(p =xU  (x < b) (10.34) 

 0p )( UxU −=  (b ≤ x ≤ c) (10.35) 

 0)(p =xU  (x > c) . (10.36) 

 

Since the perturbation is purely a potential energy perturbation, the hamiltonian operator is given 
by 

 )(p
00 xUHHHH +=′+= . (10.37) 

The solution of the Schrödinger equation for the unperturbed problem (which is the finite square-
well potential) is given by 

 xAx κ=ψ e)( 1I  (10.38) 

 kx
ka

Ax
a

cos
cos
e)( 1II ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
=ψ

κ−
 (10.39) 

 xAx κ−=ψ e)( 1III  (10.40) 

where A1 is a normalization constant and 
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 ( )0
0021 EUm −=κ

h
 (10.41) 

 0
021 Emk

h
=  (10.42) 

where En=0
0 = E0

0 is the lowest eigenstate energy of the unperturbed system. 
The change of the lowest eigenstate energy is now calculated by using to Eq. (10.18). 

Furthermore, we use λ = 1 and obtain 

 xxUEE d)( 0
0p

0
0

0
00 ψψ+= ∫

∞

∞−
. (10.43) 

Since Up(x) = 0 outside the interval between b and c, the integration can be limited to this 
interval 

 ( ) ( )cbc
b

AUExAUEE κ−κ−κ− −
κ

−=−+= ∫ 22
2
100

0
22

10
0
00 ee

2
de  . (10.44) 

The equation reveals that the perturbed energy of the state, E0, is lower than the unperturbed 
value of the energy, E0

0. Thus the eigenstate energy decreases upon perturbation. 

 

Exercise 1: Quantum well electroabsorption (Quantum-confined Stark effect). This exercise 
calculates the change in optical transition energy in a quantum well caused by an electric field. 
This effect is called the quantum-confined Stark effect and is applied in fast optical modulators. 
The change in transition energy is illustrated in Fig. 10.3.  

The detailed band diagram of a quantum well structure is shown in Fig. 10.4. Consider an 
electron with effective mass m* in a symmetric quantum well with thickness LQW, clad by 
infinitely high barriers. Assume that the center of the quantum well is located at the origin of the 
coordinate system, i. e. at x = 0. The quantum well is now subjected to a constant electric field E, 
so that the potential energy created by the electric field is given by U(x) = e E x. Upon 
application of an electric field, the quantum well potential is perturbed. The perturbation 
hamiltonian for a constant electric field is given by 

 xeH E−=′  . (10.45) 
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(a) What is the energy of the lowest eigenstate in the well for E = 0? 
(b) Calculate the change in lowest eigenstate energy due to the electric field using first-order 

perturbation theory and show that first-order perturbation theory yields no change in the 
energy of the ground state. 

(c) Calculate the change in lowest eigenstate energy due to the electric field using second-order 
perturbation theory. Use reasonable approximations and explain them. Show that second 
order perturbation theory yields a decrease in the ground-state energy.  

(d) Show that the energy between the highest valence band state and the lowest conduction band 
state (i. e. the absorption edge) decreases upon application of an electric field. 

 
Solution: 
(a) With E = 0, there is no perturbation and the wave functions are given by  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
π

+
=ψ x

L
n

Ln
QWQW

1cos2  n = 0, 2, 4 … (10.46) 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
π

+
=ψ x

L
n

Ln
QWQW

1sin2  n = 1, 3, 5 …  (10.47) 

 
The eigenstate energies are given by 

2

QW

2
0

0 2 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ π
=

Lm
E h      

2

QW

2 )1(
2 ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡ π+
=

L
n

m
En

h  n = 0, 1, 2, 3 …  (10.48) 

(b) The first order correction due to the perturbation (H′ = – e E x) is given by 

0dcos2

QW

2

QW

2/
2/000 =⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ π
−=ψ′ψ=′ ∫− xx

LL
xeHE

L
L

E  (10.49) 

Thus the first-order correction term is zero. 
 

(c) According to Eq. (10.27), the second-order correction is given by 
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(d) Since the correction term is proportional to (4n2 – 1)–3, the first summand (n = 1) of the 
sum is largest. Thus the second-order correction term is dominated by the n = 1 term. 
Since the n = 1 summand is negative, second-order perturbation theory yields a decrease 
in ground state energy upon perturbation. 

 
The concept of shifting the absorption edge by an electric field is used in electroabsorption 
quantum-well modulators. In these modulators, quantum wells are placed in the depletion region 
of a reverse-biased pn junction. Such electroabsorption modulators can be modulated at a much 
higher bit rate than would be possible by direct current-modulation of a semiconductor laser. The 
speed advantage is due to the much smaller depletion capacitance of the reverse-biased 
modulator junction as compared to the diffusion capacitance of the forward-biased laser 
junction. 

 

Exercise 2: Coupled quantum wells. If the states of two identical quantum wells are perturbed 
by decreasing the distance between the quantum wells (QWs), the state will split into two states, 
a bonding state and an anti-bonding state. The energy split ΔE increases as the separation of the 
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QWs decreases. Coupled QWs and the schematic dependence of ΔE on the distance between the 
two QWs are shown in Fig. 10.5. Give an estimate of the energy splitting.  
 

Solution: 
Using Eq. (10.44), the change in the quantum-state energy, due to the presence of an adjacent 
well, is given by  

 ( )cbAU
E κ−κ− −

κ
−=Δ 22

2
10 ee

2
 . (10.51) 

For a sufficiency thick well, e–κb >> e–κc, and the equation simplifies to 

 bAU
E κ−

κ
−=Δ 2

2
10 e

2
  (10.52) 

where we can identify the term e–κb as the tunneling probability of an electron through the 
barrier. Assuming further that the energy splitting between the two coupled wells shown in 
Fig. 10.5 is approximately equal to the perturbation energy calculated above, we can write  

 bE κ−∝Δ 2e   or ΔE  ∝  tunneling probability (10.53) 

Show the dependence of the energy levels of two identical atoms (e.g. hydrogen, H or oxygen, 
O) as a function of the distance between the two atoms. Explain the difference between the 
coupling of two QWs and the coupling of two atoms.  
 

Solution: 
 When atoms get closer together, the valence electron orbitals start to overlap and the energy 

states split into two states which we call the bonding state and an anti-bonding state. This is 
shown in Fig. 10.6. At very small distances, the repulsive short-range potential of atoms 
causes the levels to increase in energy. The distance at which the bonding-state energy has 
the minimum has a special significance: This is the equilibrium distance between the two 
atoms of the molecule (e.g. H2 or O2).  

  The behavior of two coupled atoms is different from the two coupled quantum wells in 
that atoms have a repulsive short-range potential (while quantum wells do not).  
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11 
 
 

Time-dependent perturbation theory 
 
 

11.1 Time-dependent perturbation theory 
In the preceding sections, we have considered time-independent quantum mechanical systems, in 
which wave functions and state energies do not depend on time. It is important to keep in mind 
that in such stationary systems, nothing observable ever happens. In the previous section it was 
calculated, how wave functions and the state energies change upon an external perturbation. Do 
such changes of wave functions occur instantaneously? 

The answer to this question is no. A wave function Ψ(x, t) represents a particle distribution 
of Ψ*(x, t) Ψ(x, t). To change the particle distribution, particles have to be moved (in a classical 
sense) which cannot be accomplished instantaneously. Therefore, the shape of a wave function 
cannot change instantaneously. 

The role of time-dependent perturbation theory is further illustrated in Fig. 11.1, where an 
infinite potential well is shown along with its ground state wave function. The perturbation, 
which is assumed to occur instantaneously at t = t0, is a constant electric field superimposed to 
the infinite square-well potential. It is assumed that the potential energy in the center of the well 
remains constant before and after the perturbation as indicated in Fig. 11.1. In the moment of the 
perturbation (t = t0), the wave function continues to have its original shape. Not only the wave 
function remains the same, but also the expectation value of the kinetic energy remains 
unchanged for t < t0 and t = t0. 

 ),(),( 00 txttx Ψ=<Ψ  (11.1) 
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The expectation value of the potential energy changes instantaneously if the potential 
perturbation occurs instantaneously. For the specific example shown in Fig. 11.1, however, the 
potential energy of the particle 

 ),()(),()( 000pot txxUtxttE ΨΨ==  (11.3) 

does not change since the potential perturbation is symmetric with respect to the center of the 
potential well. 

It is the purpose of this section to provide an expression for the temporal evolution of the 
wave function when the system is exposed to a time-dependent perturbation. The starting point 
for obtaining the time-dependent one-dimensional wave function Ψ = Ψ(x, t) is the time-
dependent Schrödinger equation 

 Ψ
∂
∂

−=Ψ
t

H
i
h  (11.4) 

where H is the hamiltonian operator, which is composed of the time-independent part H0 and the 
time-dependent part H ′ 

 )(0 tHHH ′λ+= . (11.5) 

The perturbation is assumed to be small, similar to the assumption made in time-independent 
perturbation theory. The time-dependent Schrödinger equation before the perturbation is given 
by 

 0000
nnn EH ψ=ψ . (11.6) 

Using the time-dependent wave function Ψn
0 = Ψn

0 (x, t), Eq. (11.4) can be written as 

 00000
i nnnn E

t
H Ψ=Ψ

∂
∂

−=Ψ
h . (11.7) 

Here Ψn
0 is given by (see Chap. 6 for the derivation of the time dependence of Ψn

0) 

 tE
nn n )/(i00 0

e h−ψ=Ψ  (11.8) 

The general solution of the unperturbed system is given by the complete set of orthonormal 
solutions, 

 00
nnn a Ψ=Ψ ∑ . (11.9) 

This general solution is normalized, if 
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 1or1 *00 ==ΨΨ ∑ nnn aa . (11.10) 

To find the time-dependent wave function, the Schrödinger equation 

 [ ] Ψ
∂
∂

−=Ψ′λ+
t

tHH
i

)(0 h  (11.11) 

must be solved. For this purpose, the perturbed wave function is expressed as the superposition 
of a complete set of orthonormal wave functions of the unperturbed system 

 ),()(),( 0 txtatx nnn Ψ=Ψ ∑ . (11.12) 

Because Ψ(x, t) is represented by a complete set of orthonormal wave functions, any wave 
function can be represented by this set. It may seem that Eq. (11.12) is rather complicated, since 
both, an(t) and Ψn

0(x, t), depend on the variable time. However, the method used here, i. e. the 
method of variation of parameters (also called variation of constants) is quite powerful and 
provides the general solution to the problem. 

Substitution of Eq. (11.12) into the perturbed wave equation (Eq. 11.11) yields 
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HtaHta 00000 )(

i
)(

i
)()( hh . (11.13) 

The first summand of the left-hand side and the second summand of the right-hand side of this 
equation are equal; these two terms represent the unperturbed Schrödinger equation and they can 
be removed from the equation. Now consider one specific wave function Ψm

0 of the orthonormal 
set Ψn

0. Pre-multiplication of the remainder of the equation with Ψm
0* followed by integration 

(recall that 〈Ψm
0 ⎢Ψn

0〉 = δmn) yields 

 00)(i)(
d
d

nmnnm Htata
t

Ψ′Ψλ−= ∑
h

 (11.14) 

This is the fundamental result of time-dependent perturbation theory. The result gives the rate 
of change of the mth parameter, am. Knowing all parameters an, allows us to describe the actual 
wave function of the perturbed system (see Eq. 11.12). 

Let us have a closer look at the fundamental result of time-dependent perturbation theory 
(Eq. 11.14). The rate of change of am depends upon the amplitudes of all the other an, and it also 
depends on a set of matrix elements 〈Ψm

0
 ⎢H ′ ⎢Ψn

0〉. Since the sum adds over all states with 
subscript n, a set of matrix elements connects the state Ψm

0, via the perturbation hamiltonian H ′, 
with all other wave functions Ψn

0. 
Although, Eq. (11.14) may look quite simple, it stands for a large system of equations. For 

illustration, a part of the system of linear equation is written out: 
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 MMMM  

Both equations, Eq. (11.14) and Eq. (11.15) are identical and therefore have the same physical 
content. However, the more explicit form of Eq. (11.15) is better suited to appreciate and 
understand the fundamental result of time-dependent perturbation theory. In general, if a 
physical system has a large number of eigenstates, than Eq. (11.15) consists of a large number of 
equations. 

It is obviously very tedious to solve the system of equations given in Eqs. (11.15). However, 
these equations provide the mathematically accurate solution of the time-dependent wave 
function. To simplify the solution of the system of equations, a first-order approximation for 
aj (t) will be used; to do so, aj (t) is expanded into a power series of λ 

 L+′′λ+′λ+= jjjj aaaa 20  (11.16) 

where aj′ = daj / dλ and aj′′ = d2aj / dλ2. This is the same expansion that was used in time-
independent perturbation theory as discussed in the preceding chapter. The linear term in 
Eq. (11.16) is assumed to be the largest correction, while the squared and all higher terms are 
assumed to be vanishingly small. The linear term (λ aj′) in Eq. (11.16) is the term of interest for 
first-order time-dependent perturbation theory. Therefore, the square term (λ2

 aj′′) and all higher 
terms will be neglected. Substitution of Eq. (11.16) into Eq. (11.15) yields for aj  
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 ( ) 0020
jjjjj Haaa Ψ′λΨ′′λ+′λ++  

 L+  

If λ = 0 (no perturbation) then all the summands on the right-hand side of the equation are zero. 
Therefore 
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t
 (11.18) 

That is, in the absence of a perturbation (λ = 0), all aj
0’s are stationary, that is, they do not 
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depend on time. In other words, in the absence of a time-dependent perturbation, the wave 
functions are steady-state functions. 

We next consider only the first-order correction terms and will neglect the second-order 
correction terms. Equating all terms for λ1 in Eq. (11.17) yields the following system of 
equations. 
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This set of equation represents an approximate first-order solution of the perturbed problem. The 
great advantage of this set of equations is that the perturbed wave function can be calculated 
from the stationary, unperturbed parameters, aj

0. The aj
0 thus represent the initial conditions of 

the problem. Equation (11.19) allows us to determine the growth and decline of each individual 
eigenfunction of the system. 

In an effort to further understand the result of Eq. (11.19), we consider the wave function 
Ψ0

0. This wave function is “connected” via H ′ to all other wave functions, Ψj
0. As time 

proceeds, the state Ψj
0 feeds amplitude into the state Ψ0

0 at a rate given by aj
0 〈 Ψ0

0
 | H ′ | Ψj

0
 〉; the 

reverse process feeds amplitude at rate a0
0 〈 Ψj

0
 | H ′ | Ψ0

0
 〉. Thus, the perturbation H ′ constantly 

redistributes the amplitudes between all eigenfunctions. 
What is the physical meaning of a quantum system whose state amplitudes vary with time? 

This question is easily answered by recalling that Ψ* Ψ  is the probability amplitude of the 
spatial distribution of a quantum mechanical particle. Decreasing the amplitude of one wave 
function and simultaneously increasing the amplitude of the wave function of another state 
simply means that the quantum particle, which prior to the perturbation occupied one state, is 
transferred to another state as a result of the perturbation. 
 
 

11.2 Step-function-like perturbation 
Time-dependent perturbation theory is further simplified, if the initial state is represented by a 
single wave function Ψj

0. That is, the quantum-mechanical particle initially occupies only one 
single state, we assume here the jth state. The jth coefficient in Eq. (11.12) then has a value of 
aj = 1 and all other coefficients am≠j = 0. Furthermore only the jth column of Eq. (11.19) is non-
zero, while all other columns are zero. Let us further assume that the perturbation is off for t < 0 
and on for t ≥ 0 but would have no further time dependence. That is, the perturbation can be 
described by 

 )()( tHtH σ′=′  (11.20) 
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where σ(t) is the step function. This function can assume values of either 0 or 1. It is σ(t < 0) = 0 
and σ(t ≥ 0) = 1 as shown in Fig. 11.2. The dependence of H ′ on the spatial coordinates, i. e. 
H ′ = H ′(x), is unchanged. 

 

With these conditions, only the jth column of Eq. (11.19) is non-zero. With 
Ψn

0 = ψn
0 exp (− i En t / ħ), the jth column becomes 

 t
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where ωmj = (Em
0 – Ej

0) / ħ. Note that aj′ must be approximately zero, since aj = 1 at t < 0 due to 
the assumption made above, and it is aj ≈ 1 for t ≥ 0 due to the smallness of the perturbation. 
Therefore it is aj′ ≈ 0 for all times considered here. If am′ = 0 for t < 0, then all other equations of 
the system Eq. (11.21) are formally identical and have the same solution. This solution is 
obtained by integration over t. The integration constant of the integration is chosen in such a way 
to obtain am′(t = 0) = 0, which guarantees that the system is, at t = 0, still in its unperturbed state. 
The integration then yields 

 
mj

t

jmm
mj

Hta
ω

−
ψ′ψ−=′

ω 1e1)(
1i

00
1

h
 (m = 0, 1, 2 ... m ≠ j ...) . (11.22) 

Thus, at a time t = t1, the amplitudes of all states are non-zero, am′(t1) ≠ 0, even though 
am′(t1 ≤ 0) = 0. Note that, due to the smallness of the perturbation, am=j′ ≈ 1, and am≠j′ ≈ 0 for all 
times. The result obtained thus provides the time development of the coefficients am, which 
determine the temporal development of the wave functions of the system. Note that the am′(t1) 
are calculated from known wave functions of the unperturbed problem plus the known 
perturbation hamiltonian. 

If expectation values are calculated, then the term am′*am′ rather than am′ will become 
important. Modification of Eq. (11.22) by means of trigonometric conversions yields 



Chapter 11 - Time-dependent perturbation theory 

© E. F. Schubert Chapter 11 – page 7

 

 
2

2
12

12
1200*00

*
sin

⎟
⎠
⎞⎜

⎝
⎛ ω

⎟
⎠
⎞⎜

⎝
⎛ ωψ′ψψ′ψ

=′′

mj

mjjmjm
mm

tHH
aa

h

  (m = 0, 1, 2 ... m ≠ j ...) . (11.23) 

 
This equation gives the temporal dependence of the intensity, i. e. squared amplitude, of a wave 
function. As mentioned earlier, this equation is valid, if only the jth state wave function is non-
zero before the occurrence of the perturbation. 

We will now examine the results qualitatively to obtain a better understanding of time-
dependent perturbations. Let’s again assume to have a step-function-like perturbation. Initially, 
only the jth state is occupied and all other states are assumed to be empty. After the perturbation 
is switched on, the amplitudes of wave functions corresponding to other states increase, as 
inferred from Eq. (11.22). However, the am will increase only if 〈 Ψm

0
 | H ′ | Ψj

0
 〉 ≠ 0. Let us 

assume that  〈 Ψm
0 | H ′ | Ψj

0
 〉 is in fact non-zero, then am( t ) increases with time, after the 

perturbation is switched on. In other words, the perturbation causes a redistribution of the 
amplitudes of the wave functions. In a particle-oriented point of view, one would state, that a 
particle originally occupying the jth state of energy Ej has some probability to transfer to the mth 
state with a different total energy Em. 

It is helpful to draw a comparison with classical mechanics. Assume a body moving 
frictionless on a plane at a constant velocity. Upon a “perturbation”, for example a dip or hill in 
the potential plane, the velocity of the body will change, i. e., its kinetic energy. We now include 
the quantum-mechanics into this classical picture, namely (i) the discreteness of quantum 
energies and (ii) the uncertainty principle. Inclusion of these two principles brings about the 
quantum mechanical picture: Instead of a continuous change of the dynamical variable energy in 
the classical picture, we obtain in the quantum mechanical picture a redistribution of 
probabilities between states with discrete energies. 

A perturbation can result in a very selective redistribution of probabilities, that is, the wave 
functions of some states may remain completely unaffected. To illustrate this, we consider the 
quantity 〈 Ψm

0
 | H ′ | Ψj

0
 〉, in which the wave function Ψj

0 (of the initially populated jth state) is 
connected via the perturbation hamiltonian H ′ to the wave function Ψm

0 (of the initially 
unpopulated state). The quantity 

 00
jmmj HH ψ′ψ=′  (11.24) 

is called the transition matrix element of the two wave functions Ψm
0  and  Ψj

0. This matrix 
element may be either zero or non-zero. Assume, for example, that Ψm

0 and H ′ depend on the 
spatial coordinate x and that they are even functions with respect to x. Assume further that Ψj

0 is 
an odd function with respect to x. Then the matrix element is given by 

 xxxHxH jmmj d)()()( 0*0 ψ′ψ=′ ∫
∞

∞−
. (11.25) 

The integrand will be an odd function and the integration yields Hmj′ = 0. Thus, a perturbation 
does not affect the wave function of the mth state at all, if the corresponding matrix element Hmj′ 
is zero. The matrix element Hmj′ is the source of the selection rules of atomic, nuclear or 
semiconductor quantum well spectra. In such spectra some transitions are allowed (Hmj′ ≠ 0) 
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while other transitions are forbidden or disallowed (Hmj′ = 0). 
 
 

11.3 Harmonic perturbation and Fermi’s Golden Rule 
We next consider the case of a harmonically periodic perturbation. The case of a harmonic 
perturbation is of great importance, since many excitations, e. g. electromagnetic waves, are 
harmonic. We assume that the perturbation is step-function-like, that is, it is switched on at t = 0. 
The perturbation is then given by  

 0=′H  (t < 0) (11.26) 

 ( )ttxAH 00 ii ee)( ω−ω +=′  (t ≥ 0) . (11.27) 

In principle, any sinusoidal perturbation can be assumed in this equation. However, a 
perturbation of the form (eiω0t + e−iω0t ) facilitates the following calculation. Furthermore, we 
have assumed that the perturbation hamiltonian depends only on the spatial coordinate x. This 
dependence is given by the function A(x). A harmonic step-function-like perturbation rather than 
a constant step-function-like perturbation further simplifies Eq. (11.22). Insertion of Eq. (11.27) 
into the mth equation of Eq. (11.21) yields 

 ( )ttt
mjm

mjHa
t

00 iii eee
d
d

i
ω−ωω +′=′−

h  (m = 0, 1, 2 ... m ≠ j ...) (11.28) 

where Hmj′ is the previously defined matrix element 

 xxxAxHH jmjmmj d)()()( 0*000 ψψ=ψ′ψ=′ ∫
∞

∞−
 . (11.29) 

If the mth state is unoccupied at t = 0, i. e., am′(t = 0) = 0. Then (d / dt) am′ in Eq. (11.28) can be 
integrated with respect to t and one obtains at a time t1 after the perturbation was switched on 
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 . (11.30) 

Inspection of this equation indicates that am′(t1) becomes very large, if one of the denominators 
vanishes. That is, the mth state becomes strongly excited, if ωmj = ± ω0, that is, if the energy 
associated with the perturbation (hω0) coincides with the energy difference between the mth state 
and the initially populated jth state (ħωm − ħωj). Thus, the states most strongly affected by the 
perturbation are those at energy Em

0 = Ej
0 ± ħω0. The states between and beyond these two 

energies are excited as well, however with a weaker intensity. In the present simplified picture 
one obtains am′ → ∞ as ħωmj → ± ħω0 . In reality, am′ assumes large but finite values. Note that 
am′ is limited to values << 1, since we have assumed a small perturbation. 

To determine the magnitude of excitation of the mth state at a time t after the perturbation 
was switched on, we must calculate am′*(t) am′(t). (Note that we used the time t1 in Eq. 11.30 to 
emphasize that t1 is a specific time after the perturbation was switched on. We now re-name the 
variable t1 and just use t to denote a specific time after the perturbation has been switched on.) 
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The calculation of this product provides two approximate expressions in the vicinity of the 
resonance energies. We obtain for Em

0 ≈ Ej
0 + hω0 (we call such transitions excitation 

transitions, or, if the stimulus is optical, an absorption transition): 
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And in the vicinity of Em
0 ≈ Ej

0 − ħω0 (we call such transitions de-excitation transitions, or, if 
the stimulus is optical, a stimulated-emission transition): 
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The temporal development of the intensity of the wave function, am′*(t) am′(t), is shown in 
Fig. 11.3. As illustrated in this figure, the system is initially characterized by a single state of 
energy Ej. After harmonic excitation, the intensity of wave functions of energy Ej ± ħω0 
increases steadily. For the sake of simplicity, the matrix element was assumed to equal unity. 
Note that the matrix element Hmj′ has a significant selective effect on the excitation of individual 
states. Initially, some states may not become excited at all. However, if the perturbation persists 
very long, then states may become excited via intermediate states. That is, a state in which 
assumed to have a zero matrix element with state j, Hmj′ = 0 may become excited via an 
intermediate state k, if Hkj′ ≠ 0 and Hmk′ ≠ 0. 
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Frequently, a transition occurs between a single state and a group of states clustered about a 
state m with Em

0 > Ej
0. Transitions between an impurity state and band states in semiconductors 

are an example of such a transition. Let the cluster of states be characterized by a density of 
states ρ(ωmj) per unit of ωmj . Assuming that the transition is an excitation transition in which the 
final state energy is higher than the initial state energy, i. e., Em

0 ≈ Ej
0 + ħω0, then Eq. (11.31) 

becomes 
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If ⎢Hmj′⎢2 is not a strong function of the final state m, then we can take it outside of the integral. 
The remaining integral is a product of two functions, namely the density of states 

 )( mjωρ  (11.34) 
and 
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These two functions are shown in Fig. 11.4. The width of the latter function is approximately 
2π / t, and the width can be made arbitrarily small by increasing the observation time. As the 
width of the function decreases with time, we consider a time sufficiently long so that the width 
2π / t is much smaller than that of the density of state function ρ(ωmj). This situation is shown in 
Fig. 11.4. The area under the curve can be calculated by the integral 
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Hence, the integral in Eq. (11.33) becomes 

 tHta mjmjm )(2)( 0
2

2
2 ω=ωρ′π

=′
h

 . (11.37) 

Recalling that ψ* ψ is the probability density, ⎢am′ ⎢2 is the probability that the system is in the 
state m. Accordingly, the transition probability from a state j to a state m can be calculated from 
the change of ⎢aj′ ⎢2 and ⎢am′ ⎢2 with time. The transition probability of a system from the state j 
to the state m is given by 

Fermi’s Golden Rule )(2)(
d
d

0
22 ω+=ρ′π

=′=→ h
h

jmjmmj EEHta
t

W  (11.38) 

where ρ(E) is the density of final states expressed as a function of energy using ρ(ω) = ħ ρ(E). 
Enrico Fermi called Eq. (11.38) the Golden Rule of time-dependent perturbation theory because 
it plays a fundamental part in many applications. Fermi’s Golden Rule was derived for an 
excitation transition, i. e. Em > Ej. For de-excitation transitions, i. e. Em < Ej, the density of states 
in Eq. (11.82), ρ(E = Ej + ħ ω0), must be replaced by ρ(E = Ej − ħ ω0). 

We next consider a transition from one state to another single state within a continuum of 
states. In this case, Eq. (11.38) can be written as 

 ( )0
22 2)(
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ω−−δ′π
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h
jmmjmmj EEHta

t
W . (11.39) 

The state density is reduced to a single state, i. e. the δ function. Eq. (11.39) can be formally 
obtained from Eq. (11.33) by using sin2 (ξ t / 2) / (ξ / 2)2  →  2π t δ(ξ) which is valid for 
sufficiently long t. 

Two assumptions were made in deriving Fermi’s Golden Rule. The first was that 2π / t be 
small compared with the width of the density of states function ρ(ωmj) as shown in Fig. 11.4. 
The second assumption was ⎜am′(t) ⎢2 << 1 which allows us to use of first-order perturbation 
theory. Otherwise second and higher order terms must be taken into account. Using either 
Eq. (11.31) or (11.32), the second condition can be stated as 

 
t

Hmj 1
<<

′

h
 (11.40) 

where we have used that sin (ξ t) ≈ ξ t which is valid for sufficiently small times. The physical 
significance is that the results of first-order perturbation theory are only valid for times short 
enough so that the transition probability out of the initial state j is small compared with unity. 
 
 
Exercise 1: Band-to-band transitions in semiconductors. In semiconductors, the valence band 
wave functions derive themselves from atomic orbitals with p-like symmetry and valence band 
wave functions are, therefore, of odd symmetry with respect to the position of the atom core. On 
the other hand, conduction band wave functions derive themselves from atomic orbitals with s-
like symmetry and conduction band wave functions are, therefore, even functions with respect to 
the atom core. Fig. 11.5 shows the atomic-scale bulk and quantum well wave functions in a 
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semiconductor.   

 

 

Consider a semiconductor illuminated by an electromagnetic field polarized along the x 
direction. The electromagnetic field, with angular frequency ω at a particular position, is given 
by 

 tt ω= cos)( x0 ur
r

EE  (11.41) 

where xur  is the unit vector along the x direction and E0 is the amplitude of the electric field. As 
shown in Fig. 11.6, the perturbing potential energy caused by an oscillating electromagnetic 
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field (such as a light wave) is given by 

 xexU 0)( E−=  (11.42) 

Thus the perturbation hamiltonian of an electron subjected to an electric field is given by 

 ( )ttxexH ωω +−=′ i–i
0 ee

2
1)( E  (11.43) 

The symmetry of the perturbation hamiltonian, and the symmetries of the initial and final wave 
functions give rise to selection rules that allow or disallow certain transitions. Fig. 11.7 
summarizes the selection rules for different optical transitions in semiconductors. 

(1) Interband transitions and intraband transitions in bulk semiconductor structures occur 
between bands and within a band, respectively. Show that the transition matrix element for 
interband (band-to-band) stimulated absorption is non-zero. Show that the transition matrix 
element for intraband stimulated absorption is zero. 

(2) Interband transitions in quantum well structures occur between quantized states in the 
conduction band well and quantized states in the valence band well. Let us assign these 
transitions an energy Emn, where m is the mth quantized state in the conduction band well and n 
is the nth quantized state in the valence band well. For example, the E00 transition occurs 
between the two ground states of the wells. Show that the transitions E00, E02, E20 … are allowed 
transitions and that E01, E10, E12  … are disallowed transitions. Show that allowed interband 
transitions are characterized by Δ = m – n = 0, 2, 4 … . 

 

(3) Intraband transitions in quantum well structures occur between quantized states in the 
same well. Such intraband transitions typically occur in the far infrared. Thermally sensitive 
cameras are based on this principle. Let us assign these transitions an energy Emn, where m is the 
mth quantized state in the well and n is the nth quantized state in the well. For example, the E10 
transition occurs between the first excited state and the ground state of the well. Show that the 
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transitions E01, E03, E12 ... are allowed transitions and that E02, E04, E24 ... are disallowed 
transitions. Show that allowed intraband transitions are characterized by Δ = m – n = 1, 3, 5 ... . 

Discuss how the selection rules for quantum well interband and intraband transitions change 
in the presence of a static electric field. 

 
 Solution: In the absence of an electric field, wave functions in a quantum well are perfectly 

symmetric or anti-symmetric. As a result, some transitions are allowed and some are 
forbidden. In the presence of an electric field, wave functions in a quantum well (or other 
structure) no longer are perfectly symmetric or anti-symmetric. As a result, forbidden 
transitions become allowed.  

 
 
Exercise 2: Einstein’s A and B coefficients. The first theory of spontaneous and stimulated 
transitions was developed by Einstein. He used the coefficients A and B to characterize 
stimulated and spontaneous transitions in an atom with two quantized levels. Denoting the two 
levels as “1” and “2”, Einstein postulated the probability for the downward transition (2 → 1) 
and upward transition (1 → 2) as 

 ΑΒ +νρ= →→ )(1212W  (11.44) 

 )(2121 νρ= →→ BW  (11.45) 

The downward transition probability (per atom) is the sum of an induced term B 2→1 ρ(ν) 
proportional to the radiation density ρ(ν), and a spontaneous term A. The upward probability is 
just B 1→2 ρ(ν). Using thermal equilibrium considerations, Einstein showed that 
B = B 2→1 = B 1→2. Thus stimulated absorption and stimulated emission are truly complementary 
processes. Einstein also showed that the ratio of the coefficients at a frequency ν in an isotropic 
medium with refractive index n  is a constant given by A / B = 8 π n 3 h ν3 / c3. 

The equivalence of B 2→1 and B 1→2 can be shown by quantum mechanical considerations. 
Apply Fermi’s Golden Rule to a two-level system and show that B 2→1 = B 1→2. 

 
 Solution: Fermi’s Golden Rule is formally identical for excitation and de-excitation 

transitions. Thus an optical absorption transition (1 → 2) is formally equivalent to an optical 
stimulated emission transition (2 → 1) and the constants that govern this transition must be 
the same, i.e. B 2→1 = B 1→2.   

 
 
Exercise 3: Maximum gain and absorption in semiconductors. Show that the magnitude of 
optical gain in a semiconductor at a given energy cannot exceed the magnitude of the absorption 
coefficient. 
 

Solution: Maximum absorption is obtained if all conduction band states are empty and the 
valence band is completely filled. Similarly, maximum gain is obtained if all conduction 
band states are filled and the valence band is empty. Fermi’s Golden Rule and the 
equivalence of Einstein’s B coefficients for upward and downward transitions show that the 
probability for the two processes is the same. Thus stimulated emission probability in a 
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population-inverted semiconductor is equal to the stimulated absorption probability in a non-
inverted semiconductor.  

  The absorption coefficient in GaAs near the band edge is α ≈ 104 cm–1. Typical gains in 
GaAs are lower than that, typically on the order of 102 to 103 cm–1 due to other loss 
mechanisms, e. g. light scattering at imperfections or waveguide losses.  

 
 
Exercise 4: Spontaneous emission enhancement in a microcavity. In a low-loss Fabry–Perot 
resonator, the electric field intensity inside the cavity is different from the electric field intensity 
outside the cavity. If the electromagnetic field has a cavity-resonant frequency, the difference is 
given by the factor F, the cavity finesse. For a low-loss optical cavity consisting of two coplanar 
reflectors with reflectivities R1 and R2, the finesse of is given by 
 

 
21

4 21
1 RR

RR
F

−
=  (11.46) 

 
Give an intuitive explanation as to why the electric field is higher inside the cavity than outside 
the cavity as shown in Fig. 11.8. Show that the absorption probability and stimulated emission 
probability of an atom located inside a cavity is a factor of F higher than if the atom were outside 
the cavity. 

 

Solution: Due to the high reflectivities of the mirrors, light is trapped inside the cavity and 
bounces back and forth many times before laving the cavity. As a result, both the light 
intensity and the electric field strength are much higher inside the cavity than it is outside the 
cavity.  

  The probability of a stimulated emission process is proportional to the magnitude of the 
stimulus, i.e. proportional to the electric field. In Einstein’s model, the ratio between the 
A and B coefficients is a constant, i. e., (A / B) = constant, where A and B describe the 
spontaneous and stimulated emission probability, respectively. Therefore, the spontaneous 
and stimulated emission probability of a semiconductor located in a microcavity is enhanced 
by a factor given by the cavity finesse F. This principle is used in resonant-cavity devices, in 
which an optical microcavity is integrated with an optoelectronic device, such as a light-
emitting diode or a detector.  
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Enrico Fermi (1901–1954) 

Developed “Golden Rule” of time-dependent perturbation theory 
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12 
 
 

Density of states 
 
 

The concentration of neutral impurities, ionized impurities, and free carriers in a doped 
semiconductor depends on a large number of parameters such as the impurity atom 
concentration, the free carrier mass, the bandgap energy, and the dielectric constant. The 
interdependences of the free majority and minority carrier concentration, the impurity 
concentration, impurity ionization energy as well as some other constants and materials 
parameters are given by semiconductor statistics. Semiconductor statistics describes the 
probabilities that a set of electronic states are either vacant or populated. 

Electronic states include localized impurity states as well as delocalized conduction and 
valence band states. In the simplest case, an impurity has a single state with no degeneracy 
(g0 = 1). However, an impurity may have a degenerate ground state (g0 > 1) as well as excited 
levels which may need to be considered. The states in the bands and their dependence on energy 
are described by the density of states. In semiconductor heterostructures, the free motion of 
carriers is restricted to two, one, or zero spatial dimensions. In order to apply semiconductor 
statistics to such systems of reduced dimensions, the density of states in quantum wells (two 
dimensions), quantum wires (one dimension), and quantum dots (zero dimensions), must be 
known. The density of states in such systems will also be calculated in this chapter. 
 

12.1 Density of states in bulk semiconductors (3D) 
Carriers occupy either localized impurity states or delocalized continuum states in the 
conduction band or valence band. In the simplest case, each impurity has a single, non-
degenerate state. Thus, the density of impurity states equals the concentration of impurities. The 
energy of the impurity states is the same for all impurities (of the same species) as long as the 
impurities are sufficiently far apart and do not couple. The density of continuum states is more 
complicated and will be calculated in the following sections. Several cases will be considered 
including (i) a spherical, single-valley band, (ii) an anisotropic band, (iii) a band with multiple 
valleys, and (iv) the density of states in a semiconductor with reduced degrees of freedom such 
as quantum wells, quantum wires, and quantum boxes. Finally the effective density of states will 
be calculated. 
 

Single-valley, spherical, and parabolic band 
The simplest band structure of a semiconductor consists of a single valley with an isotropic 
(i. e. spherical), parabolic dispersion relation. This situation is closely approximated by, for 
example, the conduction band of GaAs. The electronic density of states is defined as the number 
of electron states per unit volume and per unit energy. The finiteness of the density of states is a 
result of the Pauli principle, which states that only two electrons of opposite spin can occupy 
one volume element in phase space. The phase space is defined as a six-dimensional space 
composed of real space and momentum space. We now define a ‘volume’ element in phase space 
to consist of a range of positions and momenta of a particle, such that the position and 
momentum of the particle are distinguishable from the positions and momenta of other particles. 
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In order to be distinguishable, the range of positions and momenta must be equal or exceed the 
range given by the uncertainty relation. The volume element in phase space is then given by 

 3)2( hπ=ΔΔΔΔΔΔ zyx pppzyx  . (12.1)  

The ‘volume’ element in phase space is (2π h)3. For systems with only one degree of freedom, 
Eq. (12.1) reduces to the one-dimensional Heisenberg uncertainty principle Δx Δpx = 2π h. The 
Pauli principle states that two electrons of opposite spin occupy a ‘volume’ of (2π h)3 in phase 
space. Using the de Broglie relation (p = h k) the ‘volume’ of phase space can be written as 

 3)2( π=ΔΔΔΔΔΔ zyx kkkzyx  . (12.2)  

The density of states per unit energy and per unit volume, which is denoted by ρDOS(E), allows 
us to determine the total number of states per unit volume in an energy band with energies E1 
(bottom of band) and E2 (top of band) according to 

 EEN
E
E

d)(DOS
2

1
ρ= ∫  . (12.3)  

Note that N is the total number of states per unit volume, and ρDOS(E) is the density of states per 
unit energy per unit volume. To obtain the density of states per unit energy dE, we have to 
determine how much unit-volumes of k-space is contained in the energy interval E and E + dE, 
since we already know that one unit volume of k-space can contain two electrons of opposite 
spin. 

 

In order to obtain the volume of k-space included between two energies, the dispersion 
relation will be employed. A one-dimensional, parabolic dispersion relation E = E (kx) is shown 
in Fig. 12.1. For a given dE one can easily determine the corresponding length in k-space, as 
illustrated in Fig. 12.1. The k-space length associated with an energy interval dE is simply given 
by the slope of the dispersion relation. While the one-dimensional dispersion relations can be 
illustrated easily, the three-dimensional dispersion relation cannot be illustrated in three-
dimensional space. To circumvent this difficulty, surfaces of constant energy in k-space are 
frequently used to illustrate a three-dimensional dispersion relation. As an example, the constant 
energy surface in k-space is illustrated in Fig. 12.2 for a spherical, single-valley band. A large 
separation of the constant energy surfaces, i. e. a large Δk for a given ΔE, indicates a weakly 
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curved dispersion and a large effective mass. 

 

In order to obtain the volume of k-space enclosed between two constant energy surfaces, 
which correspond to energies E and E + dE, we (first) determine dk associated with dE and 
(second) integrate over the entire constant energy surface. The ‘volume’ of k-space enclosed 
between the two constant energy surfaces shown in Fig. 12.3 is thus given by 

 s
kE

kEEVk d
)(

d)(
Surfacespace ∂

∂
= ∫−  (12.4)  

where ds is an area element of the constant energy surface. In a three-dimensional k-space we 
use gradk = (∂ / ∂kx, ∂ / dky, ∂ / ∂kz) and obtain 
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k ∇
= ∫−  . (12.5)  

 

Since an electron requires a volume of 4π3 in phase space, the number of states per unit volume 
is given by 
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4
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sEEN
k∇π

= ∫  . (12.6)  

Finally, we obtain the density of states per unit energy and unit volume according to 
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In this equation, the surface element ds is always perpendicular to the vector gradk E (k). Note 
that the surface element ds is in k-space and that ds has the dimension m–2. 

Next we apply the expression for the density of states to isotropic parabolic dispersion 
relations of a three-dimensional semiconductor. In this case the surface of constant energy is a 
sphere of area 4π k2 and the parabolic dispersion is E = h2

 k2
 / (2m*) + Epot where k is the wave 

vector. Insertion of the dispersion in Eq. (12.7) yields the density of states in a semiconductor 
with a single-valley, isotropic, and parabolic band 
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where Epot is a potential energy such as the conduction band edge or the valence band edge 
energy, EC or EV, respectively. 
 
 
Exercise 1: Three-dimensional density of states.  Derive the equation for the 3D density of 
states, Eq. (12.8). 
 

Solution: From Eq. (12.7), the density of states per unit energy and unit volume is, 
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Using  k2  =  kx
2 + ky

2 + kz
2  and  E  =  ħ2 (kx

2 + ky
2 + kz

2) / (2m*) + Epot, one obtains 
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In momentum-space, the direction of (kx, ky, kz) is same as the surface-normal vector. 
Therefore, the integration over the sphere’s surface area yields, 

2

*

*2
22

Surface
4

)/(
144

)(
1

)(
d

hh

km
km

kk
kEkE

s

kk

π
=π=π

∇
=

∇∫  

where 4πk2 is the surface area of the constant-energy surface, i.e. a sphere. From Eq. (12.7), 
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From E-versus-k relationship, i.e. E – Epot  =  ħ2 k2 / (2m*), we have 

h/)(2 pot
* EEmk −=  

Substituting k into ρDOS
3D(E) yields 
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 what was to be shown. 
 
 

Single-valley, anisotropic, parabolic band 
In an anisotropic single-valley band, the dispersion relation depends on the spatial direction. 
Such an anisotropic dispersion is found in III–V semiconductors in which the L- or X- point of 
the Brillouin zone is the lowest minimum, for example in GaP or AlAs. The surface of constant 
energy is then no longer a sphere, but an ellipsoid, as shown in Fig. 12.4. The three main axes of 
the ellipsoid may have different lengths, and thus the three dispersion relations are curved 
differently. If the main axes of the ellipsoid align with a cartesian coordinate system, the 
dispersion relation is 
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The vector gradk E is given by gradk E = (h2 kx / mx*, h2ky / my*, h2kz / mz*). Since the vector 
gradk E is perpendicular on the surface element, the absolute values of ds and gradk E can be 
taken for the integration. Integration of Eq. (12.7) with the dispersion relation of Eq. (12.9) 
yields the density of states in an anisotropic semiconductor with parabolic dispersion relations, 
i. e. 

 pot
***

32DOS
2)( EEmmmE zyx −

π
=ρ

h
 . (12.10) 

If the main axes of the constant-energy ellipsoid do not align with the kx, ky, and kz axes of the 
coordinate system then mx*, my*, and mz* can be formally replaced by m1*, m2*, and m3*. 

Frequently, the constant energy surfaces are rotational ellipsoids, that is, two of the main 
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axes of the ellipsoid are identical. The axes are then denoted as the transversal and the 
longitudinal axes for the short and long axes, respectively. Such a rotational ellipsoid is 
schematically shown in Fig. 12.4. A relatively light mass is associated with the (short) 
transversal axis, while a relatively heavy mass is associated with the (long) longitudinal axis. If 
the masses are denoted as mt* and ml* for the transversal and the longitudinal mass, respectively, 
Eq. (12.10) can be modified according to 

 pot
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132DOS
2)( EEmmE t −

π
=ρ

h
 . (12.11) 

The anisotropic masses mx*, my*, mz*, ml*, and mt* are frequently used to define a density-of-
states effective mass. This mass is given by 
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The density of states is then given by  

 pot
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DOS32DOS )(2)( EEmE −
π

=ρ
h

 . (12.13) 

Note that for isotropic semiconductors the effective mass coincides with the density-of-states 
effective mass. 
 

 

Multiple valleys 
At several points of the Brillouin zone, several equivalent minima occur. For example, eight 
equivalent minima occur at the L-point as schematically shown in Fig. 12.5. Each of the valleys 
can accommodate carriers, since the minima occur at different kx, ky, and kz values, i. e. the Pauli 
principle is not violated. The density of states is thus obtained by multiplication with the number 
of equivalent minima, that is 
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where Mc is the number of equivalent minima and m1*, m2*, and m3* are the effective masses for 
motion along the three main axes of the ellipsoid. 

 
 

12.2 Density of states in semiconductors with reduced dimensionality (2D, 1D, 0D) 
Semiconductor heterostructure allows one to change the band energies in a controlled way and 
confine charge carriers to two (2D), one (1D), or zero (0D) spatial dimensions. Due to the 
confinement of carriers, the dispersion relation along the confinement direction is changed. The 
change in dispersion relation results in a change in the density of states. 

Confinement of a carrier in one spatial dimension, e. g. the z-direction results in the 
formation of quantum states for motion along this direction. Consider the ground state in a 
quantum well of width Lz with infinitely high walls. The ground-state energy is obtained from 
the solution of Schrödinger’s equation and is given by 
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The particle in the quantum well can assume a range of momenta in the z-direction; the range is 
given by the uncertainty principle, i. e. 
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The dispersion relation for motion along the confinement (z-) direction is thus given by 

 0EE =  for entire range of kz . (12.17) 

The dispersion is flat, i. e. constant for all values of kz. The z-component of the vector gradk E 
(see Eq. 12.7) is therefore zero and need not be considered. 

We next consider the x- and y- direction and recall that the Schrödinger equation is separable 
for the three spatial dimensions. Thus, the kinetic energy in the x y - plane is given by 

 ( )22
*

2

2
yx kk

m
E +=

h  (12.18) 

for a parabolic dispersion. 
The surface of constant energy for the dispersion relation given by Eq. (12.18) is shown in 

Fig. 12.6, and is a circle around kx = ky = 0. The density of states of such a 2D electron system is 
obtained by similar considerations as for the 3D case. The reduced phase space now consists 
only of the x y -plane and the kx and ky coordinates. Correspondingly, the two-dimensional 
density of states is the number of states per unit-area and unit-energy. The volume of k-space 
between the circles of constant energy is given by Eq. (12.5). The equation is evaluated most 
conveniently in polar coordinates in which kr = (kx

2 + ky
2)1/2 is the radial component of the k-

vector. The surface integral reduces to a line integral and the total length of the circular line is 
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2π kr. The volume of k-space then obtained is 

 2

*

Surface
D2
space

2
)(

dd)(
h

m
kE

sEEV
k

k
π

=
∇

= ∫−  . (12.19) 

Since two electrons of opposite spin require a volume element of (2π)2 in phase space, the 
density of states of a 2D electron system is given by 

 

 2
D2

DOS
*)(
hπ

=ρ
mE  (E ≥ E0)  (12.20) 

where E0 is the ground state of the quantum well system. For energies E ≥ E0, the 2D density of 
states is a constant and does not depend on energy. If the 2D semiconductor has more than one 
quantum state, each quantum state has a state density of Eq. (12.20). The total density of states 
can be written as 

 )(*)( 2
D2

DOS nn EEmE −σ
π

=ρ ∑
h

 (12.21) 

where En are the energies of quantized states and σ(E – En) is the step function. 
 
 
Exercise 2: Two-dimensional density of states.  Derive the equation for the 2D density of states, 
Eq. (12.20). 

 
Solution: According to Eq. (12.19), the volume in k-space is given by 

∫ ∇
=− Surface

2D
space )(

dd)(
kE

sEEV
k

k  
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Each two electrons with opposite spin require a k-space volume of (2π)2. Therefore, the 
density of states per unit energy per unit area is given by 

∫ ∇π
=ρ

Surface2
2D
DOS )(

d
)2(

2)(
kE

sE
k

 . 

The electron-energy-versus-momentum relationship is given by  E  =  ħ2 k2 / (2m*) + Epot. 
In two-dimensional space, the momentum has two components only, so that k = kx

2 + ky
2. 

Therefore, E  =  ħ2 (kx
2 + ky

2) / (2m*) + Epot and 

),(*)/()2,2(*)2/()( yx
2

yx
2 kkmkkmkEk hh ==∇  

In 2D momentum-space, the direction of the vector (kx, ky) is the same as the surface-normal 
vector. Therefore, 

22Surface
*2

*)/(
122

)(
1

)(
d

hh

m
km

kk
kEkE

s

kk

π
=π=π

∇
=

∇∫  

where 2πk is the circumference of the constant-energy surface, i.e. a circle. Hence, 

222Surface2
2D
DOS

**2
)2(

2
)(

d
)2(

2)(
hh π

=
π

π
=

∇π
=ρ ∫

mm
kE

sE
k

 , 

 what was to be shown. 
 
 

We next consider a one-dimensional (1D) system, the quantum wire, in which only one 
direction of motion is allowed, e. g. along the x-direction. The dispersion relation is then given 
by E = h2

 kx
2

 / (2m*). The ‘volume’ (i. e. length-unit) in k-space is obtained in analogy to the 
three-dimensional and two-dimensional case according to Eq. (12.5). The ‘surface’ integral 
reduces to a single point in k-space, i. e. the point k = kx. Thus, the volume of k-space is given by 

 
)(2

*
)(
d)(

)(
0

2
0

Surface
D1

space EE
m

kE
skk

EV
xk

xx
k −

=
∇

−δ
= ∫−

h
 (E ≥ E0) . (12.22) 

The volume in phase space of two electrons with opposite spin is given by 2π and thus the 1D 
density of states is given by  

 
)(2

*1)(
0

D1
DOS EE

mE
−π

=ρ
h

  (E ≥ E0) . (12.23) 

Note that the density of states in a 3-, 2- and 1-dimensional system has a functional dependence 
on energy according to E 1/2, E 0, and E –1/2, respectively. For more than one quantized state, the 
1D density of states is given by 

 )(
)(2

*1)(D1
DOS n

n
n EE

EE
mE −σ
−π

=ρ ∑
h

 (12.24) 

where En are the energies of the quantized states of the wire. 
Finally, we consider the density of states in a zero-dimensional (0D) system, the quantum 
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box. No free motion is possible in such a quantum box, since the electron is confined in all three 
spatial dimensions. Consequently, there is no k-space available which could be filled up with 
electrons. Each quantum state of a 0D system can therefore be occupied by only two electrons. 
The density of states is therefore described by a δ-function. 

 )(2)( 0
D0

DOS EEE −δ=ρ  (12.25) 

For more than one quantum state, the density of states is given by 

 )(2)(D0
DOS nn EEE −δ=ρ ∑  . (12.26) 

The densities of states for one quantized level for a 3D, 2D, 1D, and 0D electron system are 
schematically illustrated in Fig. 12.7.  

 

 
12.3 Effective density of states in 3D, 2D, 1D, and 0D semiconductors 

The effective density of states is introduced in order to simplify the calculation of the population 
of the conduction and valence band. The basic simplification made is that all band states are 
assumed to be located directly at the band edge. This situation is illustrated in Fig. 12.8 for the 
conduction band. The 3D density of states has square-root dependence on energy. The effective 
density of states is δ-function-like and occurs at the bottom of the conduction band.  

An electronic state can be either occupied by an electron or unoccupied. Quantum mechanics 
allows us to attribute to the state a probability of occupation. The total electron concentration in 
a band is then obtained by integration over the product of state density and the probability that 
the state is occupied, that is 
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 dEEfEn
E
E

)()(DOS
top

bottom
ρ= ∫  (12.27) 

where f(E) is the (dimensionless) probability that a state of energy E is populated (see Sect. on 
semiconductor statistics). The limits of the integration are the bottom and the top energy of the 
band, since the electron concentration in the entire band is of interest. 

As will be shown in a subsequent section, the probability of occupation, f(E), is given by the 
Maxwell–Boltzmann distribution (see Sect. on Maxwell–Boltzmann distribution). The Maxwell–
Boltzmann distribution, also frequently referred to as the Boltzmann distribution, is given by 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=

Tk
EEEf F

B exp)(  (12.28) 

where EF is the Fermi energy (for a definition of the Fermi energy the reader is again referred to 
the next section). Using Eq. (12.27), the electron concentration can be determined by evaluating 
the integral. 

The effective density of states at the bottom of the conduction band is now defined as the 
density of states which yields, with the Boltzmann distribution, the same electron concentration 
as the true density of states, that is 

 )(d)()( CBcBDOS
top

bottom
EEfNEEfEn

E
E

==ρ= ∫  (12.29) 

where Nc is the effective density of states at the bottom of the conduction band and EC is the 
energy of the bottom of this band. Strictly speaking, the effective density of states has no 
physical meaning but is simply a mathematical tool to facilitate calculations. For completeness, 
Eqs. (12.27) and (12.29) are now given explicitly using the Boltzmann distribution and the 
density of states of an isotropic three-dimensional semiconductor: 

 EEEmn kTEE
E

de*2
2

1 /)(
C

2/3

22
F

C

−−∞
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

π
= ∫

h
 , (12.30) 

 kTEENn /)(
c FCe −−=  . (12.31) 

The upper limit of the integration can be taken to be infinity without loss of accuracy due to the 
strongly converging Boltzmann factor. Evaluation of the integral in Eq. (12.30) and comparison 
with Eq. (12.31) yields the effective density of states 
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h
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Note that the effective density of states given by Eq. (12.32) applies to one minimum in the 
conduction band.  
 
 
Exercise 3: Effective density of states.  Derive the equation for the 3D effective density of states 
by evaluating Eq. (12.30) and comparing it with Eq. (12.31). 

 Solution: Equation (12.30) in the text book is 

∫
∞

=
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⎝
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π
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Using the substitution E* = E – EC and dE* = dE, the above equation can be written as 

∫
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Using the known mathematical formula 
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Therefore we have, 
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 Comparing this result with Eq. (12.31), yields Nc = 2–1/2 (m* kT / (πħ2) )3/2, what was to be 
shown.  

 
 

If there are a number of Mc equivalent minima in the conduction band, the corresponding 
density of states must be multiplied by Mc. Furthermore, if the band structure is anisotropic, the 
effective mass m* must be replaced by the density-of-states effective mass mDOS*. For a 
degenerate valence band with heavy and light holes, the effective density of states is the sum of 
both effective state densities, that is 
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The effective density of states in a two-dimensional system (i. e. a system with two degrees of 
freedom) is obtained by the identical procedure as the three-dimensional effective density of 
states. The equations that are analogue to Eqs. (12.30) and (12.31) then read  

 Emn kTEE
E

de* /)(
2

D2 F
C

−−∞

π
= ∫

h
 , (12.34) 

 kTEENn /)(D2
c

D2 FCe −−=  (12.35) 

where Nc
2D is the two-dimensional effective density of states. The carrier concentration n2D 

represents the number of electrons per unit-area and is also referred to as the 2D density. 
Evaluation of the integral yields 

 kTmN D
2

2
c

*
hπ

=  (12.36) 

Finally, the effective density of states of a one-dimensional (1D) system is obtained in a similar 
way. The 1D density, i. e. the number of carriers per unit length is given by 

 E
EE

mn kTEE
E

de
)(2

*1 /)(

C

D1 F
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−−∞

−π
= ∫ h

 , (12.37) 

 kTEENn /)(D1
c

D1 FCe −−=  . (12.38) 

The one-dimensional effective density of states is obtained as 

 2

*
D1

c
2 hπ

=
kTmN  (12.39) 

The evaluation of a zero-dimensional density of states does not yield a simplification of the 
carrier-density calculation, since the zero-dimensional density of states is δ-function like. 
Table 12.1 summarizes the dispersion relation, the density of states, and the effective density of 
states of semiconductors with various degrees of freedom. 
 
 
 
 



Chapter 12 - Density of states 

© E. F. Schubert Chapter 12 – page 14

Degrees of Dispersion Density of states Effective density 
freedom (kinetic energy)  of states 
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Table 12.1 Density of states for semiconductor with 3, 2, 1, and 0 degrees of freedom for 
propagation of electrons. The dispersion relations are assumed to be parabolic. The formulas can 
be applied to anisotropic semiconductors if the effective mass m* is replaced by the density-of-
states effective mass mDOS*. If the semiconductor has a number of Mc equivalent minima, the 
corresponding density of states must be multiplied by Mc. The bottom of the band is denoted as 
EC and σ(E) is the step-function. 

 
 
Exercise 4: Density of states and effective density of states.  What is the (i) density of states and 
the (ii) effective density of states at the conduction band edge, EC, of a semiconductor? 

 Solution: (i) The density of states at the conduction band of a semiconductor at E = EC is 
ρDOS

3D = 0.  (ii) The effective density of states at the conduction band of a semiconductor at 
E = EC is Nc where Nc is given in the above table.  

What are the units of the density of states in a 3D, 2D, 1D, and 0D semiconductor?   

 Solution:   Dimensionality Units Common units 
 3D m–3 J–1

 cm–3 eV–1  
 2D m–2 J–1

 cm–2 eV–1  
 1D m–1 J–1

 cm–1 eV–1  
 0D J–1 eV–1  
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13 
 
 

  Classical and quantum statistics 
 
 

Classical Maxwell–Boltzmann statistics and quantum mechanical Fermi–Dirac statistics are 
introduced to calculate the occupancy of states. Special attention is given to analytic 
approximations of the Fermi–Dirac integral and to its approximate solutions in the non-
degenerate and the highly degenerate regime. In addition, some numerical approximations to the 
Fermi–Dirac integral are summarized. 

Semiconductor statistics includes both classical statistics and quantum statistics. Classical or 
Maxwell–Boltzmann statistics is derived on the basis of purely classical physics arguments. In 
contrast, quantum statistics takes into account two results of quantum mechanics, namely (i) the 
Pauli exclusion principle which limits the number of electrons occupying a state of energy E and 
(ii) the finiteness of the number of states in an energy interval E and E + dE. The finiteness of 
states is a result of the Schrödinger equation. In this section, the basic concepts of classical 
statistics and quantum statistics are derived. The fundamentals of ideal gases and statistical 
distributions are summarized as well since they are the basis of semiconductor statistics. 
 
 

13.1 Probability and distribution functions 
Consider a large number N of free classical particles such as atoms, molecules or electrons which 
are kept at a constant temperature T, and which interact only weakly with one another. The 
energy of a single particle consists of kinetic energy due to translational motion and an internal 
energy for example due to rotations, vibrations, or orbital motions of the particle. In the 
following we consider particles with only kinetic energy due to translational motion. The 
particles of the system can assume an energy E, where E can be either a discrete or a continuous 
variable. If Ni particles out of N particles have an energy between Ei and Ei + dE, the probability 
of any particle having any energy within the interval Ei and Ei + dE is given by 

 
N
N

EEf i
i =d)(  (13.1) 

where f(E) is the energy distribution function of a particle system. In statistics, f(E) is frequently 
called the probability density function. The total number of particles is given by 

 NNii =∑  (13.2) 

where the sum is over all possible energy intervals. Thus, the integral over the energy 
distribution function is 

 1d)(
0

== ∑∫
∞

i

i
N
N

EEf  . (13.3) 
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In other words, the probability of any particle having an energy between zero and infinity is 
unity. Distribution functions which obey 

 1d)(
0

=∫
∞

EEf  (13.4) 

are called normalized distribution functions. 
The average energy or mean energy E  of a single particle is obtained by calculating the 

total energy and dividing by the number of particles, that is 

 EEfEEN
N

E ii d)(1
0∫∑
∞

==  . (13.5) 

In addition to energy distribution functions, velocity distribution functions are valuable. Since 
only the kinetic translational motion (no rotational motion) is considered, the velocity and 
energy are related by 

 2
2
1 vmE =  . (13.6) 

The average velocity and the average energy are related by 

 2
2
1 vmE =  (13.7) 

 2
rms vv =  (13.8) 

and is the velocity corresponding to the average energy 

 2
2
1

rmsvmE =  . (13.9)  

In analogy to the energy distribution we assume that Ni particles have a velocity within the 
interval vi and vi + dv. Thus, 

 
N
Nvvf i=d)(  (13.10)  

where f(v) is the normalized velocity distribution. Knowing f(v), the following relations allow 
one to calculate the mean velocity, the mean-square velocity, and the root-mean-square velocity 

 vvfvv d)(
0∫
∞

=  , (13.11)  

 vvfvv d)(2
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2 ∫
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Up to now we have considered the velocity as a scalar. A more specific description of the 
velocity distribution is obtained by considering each component of the velocity v = (vx, vy, vz). If 
Ni particles out of N particles have a velocity in the ‘volume’ element vx + dvx, vy + dvy, and 
vz + dvz, the distribution function is given by 

 
N
Nvvvvvvf i

zyxzyx =ddd),,(  . (13.14)  

Since Σi Ni = N, the velocity distribution function is normalized, i. e. 

 1ddd),,( =∫ ∫ ∫
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zyxzyx vvvvvvf  . (13.15)  

The average of a specific propagation direction, for example vx is evaluated in analogy to 
Eqs. (13.11 – 13). One obtains 

 zyxzyxxx vvvvvvfvv ddd),,(∫ ∫ ∫
∞

∞−

∞

∞−

∞

∞−

=  , (13.16)  
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In a closed system the mean velocities are zero, that is 0=== zyx vvv . However, the mean-
square velocities are, just as the energy, not equal to zero. 
 
 

13.2 Ideal gases of atoms and electrons 
The basis of classical semiconductor statistics is ideal gas theory. It is therefore necessary to 
make a small excursion into this theory. The individual particles in such ideal gases are assumed 
to interact weakly, that is collisions between atoms or molecules are a relatively seldom event. It 
is further assumed that there is no interaction between the particles of the gas (such as 
electrostatic interaction), unless the particles collide. The collisions are assumed to be (i) elastic 
(i. e. total energy and momentum of the two particles involved in a collision are preserved) and 
(ii) of very short duration. 

Ideal gases follow the universal gas equation (see e. g. Kittel and Kroemer, 1980) 

 P V   =   R T (13.19) 

where P is the pressure, V the volume of the gas, T its temperature, and R is the universal gas 
constant. This constant is independent of the species of the gas particles and has a value of 
R = 8.314 J K–1 mol–1. 
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Next, the pressure P and the kinetic energy of an individual particle of the gas will be 
calculated. For the calculation it is assumed that the gas is confined to a cube of volume V, as 
shown in Fig. 13.1. The quantity of the gas is assumed to be 1 mole, that is the number of atoms 
or molecules is given by Avogadro’s number, NAvo = 6.023 × 1023 particles per mole. Each side 
of the cube is assumed to have an area A = V 2/3. If a particle of mass m and momentum m vx 
(along the x-direction) is elastically reflected from the wall, it provides a momentum 2 m vx  to 
reverse the particle momentum. If the duration of the collision with the wall is dt, then the force 
acting on the wall during the time dt is given by 

 
t
pF

d
d

=  (13.20) 

where the momentum change is dp = 2 m vx. The pressure P on the wall during the collision with 
one particle is given by 
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p
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FP

d
d1d ==  (13.21) 

where A is the area of the cube’s walls. Next we calculate the total pressure P experienced by the 
wall if a number of NAvo particles are within the volume V. For this purpose we first determine 
the number of collisions with the wall during the time dt. If the particles have a velocity vx, then 
the number of particles hitting the wall during dt is (NAvo / V) A vx dt. The fraction of particles 
having a velocity vx is obtained from the velocity distribution function and is given by 
f (vx, vy, vz) dvx dvy dvz. Consequently, the total pressure is obtained by integration over all 
positive velocities in the x-direction 
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Since the velocity distribution is symmetric with respect to positive and negative x-direction, the 
integration can be expanded from – ∞ to + ∞. 
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Since the velocity distribution is isotropic, the mean-square velocity is given by 
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The pressure on the wall is then given by 

 m
V

N
vP Avo2

3
1

=  . (13.25)  

Using the universal gas equation, Eq. (13.19), one obtains 

 2
Avo 2

1
3
2 vmNRT =  . (13.26)  

The average kinetic energy of one mole of the ideal gas can then be written as 

 RTEE kin 2
3==  . (13.27)  

The average kinetic energy of one single particle is obtained by division by the number of 
particles, i. e. 

 kTEE 2
3

kin ==  (13.28)  

where k = R / NAvo is the Boltzmann constant. The preceding calculation has been carried out for 
a three-dimensional space. In a one-dimensional space (one degree of freedom), the average 
velocity is v2  = vx

2  and the resulting kinetic energy is given by 

 kTE 2
1

kin =  (per degree of freedom) . (13.29) 

Thus the kinetic energy of an atom or molecule is given by (1/2) kT. Equation (13.29) is called 
the equipartition law, which states that each ‘degree of freedom’ contributes (1/2) kT to the total 
kinetic energy. 

Next we will focus on the energetic distribution of electrons. The properties which have been 
derived in this section for atomic or molecular gases will be applied to free electrons of effective 
mass m* in a crystal. To do so, the interaction between the electrons and the lattice must be 
negligible and electron – electron collisions must be a relatively seldom event. Under these 
circumstances we can treat the electron system as a classical ideal gas.  
 
 

13.3 Maxwell velocity distribution 
The Maxwell velocity distribution describes the distribution of velocities of the particles of an 
ideal gas. It will be shown that the Maxwell velocity distribution is of the form 
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where (1/2) m v2 is the kinetic energy of the particles. If the energy of the particles is purely 
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kinetic, the Maxwell distribution can be written as 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

kT
EAEf exp)(M  . (13.31)  

The proof of the Maxwell distribution of Eq. (13.30) is conveniently done in two steps. In the 
first step, the exponential factor is demonstrated, i. e. fM(E) = A exp (– α E). In the second step it 
is shown that α = 1 / (kT). 

In the theory of ideal gases it is assumed that collisions between particles are elastic. The 
total energy of two electrons before and after a collision remains the same, that is  

 2121 EEEE ′+′=+  (13.32)  

where E1 and E2 are the electron energies before the collision and E1′ and E2′ are the energies 
after the collision. The probability of a collision of an electron with energy E1 and of an electron 
with energy E2 is proportional to the probability that there is an electron of energy E1 and a 
second electron with energy E2. If the probability of such a collision is p, then 

 )()( 2M1M EfEfBp =  (13.33)  

where B is a constant. The same consideration is valid for particles with energies E1′ and E2′. 
Thus, the probability that two electrons with energies E1′ and E2′ collide is given by 

 )()( 2M1M EfEfBp ′′=′  . (13.34)  

If the change in energy before and after the collision is ΔE, then ΔE = E1′ – E1 and ΔE = E2 – E2′. 
Furthermore, if the electron gas is in equilibrium, then p = p′ and one obtains 

 )()()()( 2M1M2M1M EEfEEfEfEf Δ−Δ+=  . (13.35)  

Only the exponential function satisfies this condition, that is 

 )(exp)(M EAEf α−=  (13.36)  

where α is a positive yet undetermined constant. The exponent is chosen negative to assure that 
the occupation probability decreases with higher energies. It will become obvious that α is a 
universal constant and applies to all carrier systems such as electron-, heavy- or light-hole 
systems. 

Next, the constant α will be determined. It will be shown that α = 1 / kT using the results of 
the ideal gas theory. The energy of an electron in an ideal gas is given by 

 )( 222
2
12

2
1

zyx vvvvmvmE ++==  . (13.37) 

The exponential energy distribution of Eq. (13.36) and the normalization condition of 
Eq. (13.15) yield the normalized velocity distribution 
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⎝

⎛
π
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= )(
2
1exp

2
),,( 222

2/3

zyxzyx vvvmmvvvf  . (13.38)  

The average energy of an electron is obtained by (first) calculating the mean-square velocities, 
2
xv , 2

yv , 2
zv  from the distribution and (second) using Eq. (13.37) to calculate E from the mean-

square velocities. One obtains 

 1)2/3( −α=E  . (13.39)  

We now use the result from classic gas theory which states according to Eq. (13.28) that the 
kinetic energy equals E = (3/2) kT. Comparison with Eq. (13.39) yields 

 1)( −=α kT  (13.40)  

which concludes the proof of the Maxwell distribution of Eqs. (13.30) and (13.31). 
Having determined the value of α, the explicit form of the normalized maxwellian velocity 

distribution in cartesian coordinates is 
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2
12/3

M  (13.41)  

Due to the spherical symmetry of the maxwellian velocity distribution, it is useful to express the 
distribution in spherical coordinates. For the coordinate transformation we note that 
fM(vx, vy, vz) dvx dvy dvz = fM(v) dv, and that a volume element dvx dvy dvz is given by 4 π v2

 dv in 
spherical coordinates. The maxwellian velocity distribution in spherical coordinates is then given 
by 

 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
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π
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1

2
2/3

M exp)4(
2

)(  . (13.42) 

The maxwellian velocity distribution is shown in Fig. 13.2. The peak of the distribution, that is 
the most likely velocity, is vp = (2kT / m)1/2. The mean velocity is given by v  = (8kT) / (π m)1/2. 
The root-mean-square velocity can only be obtained by numerical integration. 
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13.4 The Boltzmann factor 
The maxwellian velocity distribution can be changed to an energy distribution by using the 
substitution E = (1/2) m v2. Noting that the energy interval and the velocity interval are related by 
dE = m v dv and that the number of electrons in the velocity interval, fM(v) dv, is the same as the 
number of electrons in the energy interval, fMB(E) dE, then the energy distribution is given by 

 kTEe
kT

EEf /
2/3MB

)(
2)( −

π
=  (13.43)  

which is the Maxwell–Boltzmann distribution. 
For large energies, the exponential term in the Maxwell–Boltzmann distribution essentially 

determines the energy dependence. Therefore, the high-energy approximation of the Maxwell–
Boltzmann distribution is 

 kTEeAEf /
B )( −=  (13.44)  

which is the Boltzmann distribution. The exponential factor of the distribution, exp (– E / kT), is 
called the Boltzmann factor or Boltzmann tail. The Boltzmann distribution does not take into 
account the quantum mechanical properties of an electron gas. The applicability of the 
distribution is therefore limited to the classical regime, i. e. for E >> kT. 
 
 

13.5 The Fermi–Dirac distribution 
In contrast to classical Boltzmann statistics, the quantum mechanical characteristics of an 
electron gas are taken into account in Fermi–Dirac statistics. The quantum properties which are 
explicitly taken into account are 
 
• The wave character of electrons. Due to the wave character of electrons the Schrödinger 

equation has only a finite number of solutions in the energy interval E and E + dE. 
 
• The Pauli principle which states that an eigenstate can be occupied by only two electrons of 

opposite spin. 
 
Since the Pauli principle strongly restricts the number of carriers per energy level, higher states 
are populated even at zero temperature. This situation is illustrated in Fig. 13.3, where two 
electron distributions are illustrated at zero temperature. The distribution in Fig. 13.3(a) does not 
take into account the Pauli principle while that in Fig. 13.3(b) does. 
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The first restriction imposed by quantum mechanics is the finiteness of states within an 
energy interval E and E + dE. Recall that the finiteness of states played a role in the derivation of 
the density of states. The density of states in an isotropic semiconductor was shown to be 

 EmE
2/3

2

*

2DOS
2

2
1)( ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

π
=ρ

h
 (13.45)  

where E is the kinetic energy. Note that for the derivation of the density of states the Pauli 
principle has been taken into account. Therefore, the states given by Eq. (13.45) can be occupied 
only by one electron. Since the number of states per velocity-interval will be of interest, 
Eq. (13.45) is modified using E = ( ½ ) mv2 and dE = mv dv. Note that the number of states per 
energy interval dE is the same as the number of states per velocity interval dv, i. e. 
ρDOS(E) dE = ρDOS(v) dv. The number of states per velocity interval (and per unit volume) is then 
given by 

 2
32

3
DOS

*)( vmv
hπ

=ρ  (13.46)  

for an isotropic semiconductor. 
The Fermi–Dirac distribution, also called the Fermi distribution, gives the probability that a 

state of energy E is occupied. Since the Pauli principle has been taken into account in the density 
of states given by Eq. (13.45), each state can be occupied by at most one electron. The Fermi 
distribution is given by 

 
1

F
F exp1)(
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⎞
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+=
kT

EEEf  (13.47)  

where EF is called the Fermi energy. At E = EF the Fermi distribution has a value of 1/2. For 
small energies the Fermi distribution approaches 1; thus low-energy states are very likely to be 
populated by electrons. For high energies the Fermi distribution decreases exponentially; states 
of high energy are less likely to the populated. Particles which follow a Fermi distribution are 
called fermions. Electrons and holes in semiconductors are such fermions. A system of particles 
which obey Fermi statistics are called a Fermi gas. Electrons and holes constitute such Fermi 
gases. 

An approximate formula for the Fermi distribution can be obtained for high energies. One 
obtains for E >> EF 

 )(exp)( B
F Ef

kT
EEEfF =⎟

⎠
⎞

⎜
⎝
⎛ −
−≈  . (13.48)  

This distribution coincides with the Boltzmann distribution. Thus the (quantum-mechanical) 
Fermi distribution and the (classical) Boltzmann distribution coincide for high energies, i. e. in 
the classical regime. 

Next we prove the Fermi distribution of Eq. (13.47) by considering a collision between two 
electrons. For simplification we assume that one of the electrons has such a high energy that it 
belongs to the classical regime of semiconductor statistics. Quantum statistics applies to the 
other low-energy electron. During the collision of the two electrons, the energy is conserved 



Chapter 13 - Classical and quantum statistics 

© E. F. Schubert Chapter 13 – page 10

 2121 EEEE ′+′=+  (13.49)  

where, as before (Eq. 13.32), E1 and E2 are electron energies before the collision and E1′ and E2′ 
are the energies after the collision. 

The probability for the transition (E1, E2) → (E1′, E2′) is given by 

 [ ] [ ])(1)(1)()( 2B1F2B1F EfEfEfEfp ′−′−=  (13.50)  

where it is assumed that E2 and E2′ are relatively large energies and the corresponding electron 
can be properly described by the Boltzmann distribution. The terms [ 1 – fF(E1′) ] and              
[ 1 – fB(E2′) ] describe the probability that the states of energies E1′ and E2′ are empty, and are 
available for the electron after the collision. Further simplification is obtained by considering 
that E2′ is large and therefore [1 – fB(E2′)] ≈ 1. Equation (13.50) then simplifies to 

 [ ])(1)()( 1F2B1F EfEfEfp ′−=  . (13.51)  

The same considerations are valid for the transition (E1′, E2′) → (E1, E2). The probability of this 
transition is given by 

 [ ])(1)()( 1F2B1F EfEfEfp −′′=′  . (13.52)  

Under equilibrium conditions both transition probabilities are the same, i. e. p = p′. Equating 
Eqs. (13.51) and (13.52), inserting the Boltzmann distribution for fB(E), and dividing by fF(E1) 
fF(E1′) fB(E2 ) yields 

 ⎥
⎦

⎤
⎢
⎣

⎡ ′−
⎥
⎦

⎤
⎢
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−=−

′ kT
EE
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22

1F1F
exp1

)(
11

)(
1  (13.53)  

which must hold for all E1 and E1′. This condition requires that 

 
kT
EA

Ef
exp1

)(
1

F
=−  (13.54)  

where A is a constant. If the value of the constant is taken to be A = exp (– EF / kT) one obtains 
the Fermi–Dirac distribution 
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kT

EEEf  (13.54)  

which proves Eq. (13.47). 
The Fermi–Dirac distribution is shown for different temperatures in Fig. 13.4. At the energy 

E = EF the probability of a state being populated has always a value of ½ independent of 
temperature. At higher temperatures, states of higher energies become populated. Note that the 
Fermi–Dirac distribution is symmetric with respect to EF, that is 

 )(1)( FFFF EEfEEf Δ−−=Δ+  (13.55)  

where ΔE is any energy measured with respect to the Fermi energy. 
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The Fermi–Dirac velocity distribution of the particles in a Fermi gas is obtained by 
multiplication of Eq. (13.46) with Eq. (13.47) 
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where we have used the fact that the energy of the Fermi gas is purely kinetic, i. e. E = (1/2) mv2. 
Note that g(v) is the number of carriers per velocity interval v and v + dv and per unit volume. If 
the velocity v is expressed in terms of its components, then the spherical volume element, 
4π v2

 dv, is modified to a volume element in rectangular coordinates, dvx dvy dvz. Thus, using 
g(v) dv = g(vx, vy, vz) dvx dvy dvz, one obtains 
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which is the Fermi velocity distribution (per unit volume) in cartesian coordinates. 
The Fermi distribution of energies of an ideal gas is obtained by multiplication of Eq. (13.45) 

with Eq. (13.47) and is given by 
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when g(E) is the number of particles in the energy interval E and E + dE and per unit volume.  
 
 

13.6 The Fermi–Dirac integral of order j = + 1/2 (3D semiconductors) 
The Fermi–Dirac integral of order j = + 1/2 allows one to calculate the free carrier concentration 
in a three-dimensional (3D) semiconductor. The free carrier concentration in one band, e. g. the 
conduction band, of a semiconductor is obtained from the product of density of states and the 
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state occupation probability, i. e. 

 EEfEn
E
E

d)()( FDOS
top

C
ρ= ∫  . (13.60)  

Integration over all conduction band states is required to obtain the total concentration. The 
upper limit of integration is the top of the conduction band and can be extended to infinity. This 
extension of EC

top → ∞ can be done without losing accuracy, since fF(E) converges strongly at 
high energies. The two functions, ρDOS(E), fF(E), and their product are schematically shown in 
Fig. 13.5 for a semiconductor with three, two, and one, spatial degrees of freedom. The 
concentration per unit energy n(E) is the product of state density and distribution function. 

 

Equation (13.60) is evaluated by inserting the explicit expressions for the state density and 
the Fermi–Dirac distribution (Eq. 13.47). One obtains 
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where η = E / kT and ηF = – (EC – EF) / kT is the reduced Fermi energy. ηF is positive when EF is 
inside the conduction band. The equation can be written in a more convenient way by using the 
Fermi–Dirac integral of order j, which is defined by (Sommerfeld, 1928; Sommerfeld and Frank, 
1931)  

 ∫
∞

η
η−η+

η
+Γ

=η
0

F d
)(exp1)1(

1)(
F

j
j j

F  (13.62)  

where Γ( j +1 ) is the Gamma-function.  
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Sommerfeld’s original definition of the Fermi–Dirac integral omitted the term of the Gamma –
 function, i. e. Fj

s(ηF) = ∫
∞
0 ηj / [1 + exp (η – ηF)] dη. The modern definition of the Fermi–Dirac 

integral of Eq. (13.62) has the following advantages: (i) Unlike Fj
s, the functions Fj exist for 

negative orders of j, e. g. j = – (1/2), –1, – 3/2 etc. (ii) In the non-degenerate limit in which 
ηF << 0, all members of the Fj(ηF) family reduce to Fj(ηF) → exp ηF for all j. (iii) The derivative 
of the Fermi–Dirac integral of integer order j can be expressed as a Fermi–Dirac integral of order 
(j – 1), i. e. (∂ / ∂ηF) Fj(ηF) = Fj - 1(ηF). 

 

With j = (1/2) and Γ(3/2) = π1/2
 / 2 one obtains 

 )( F2/1c η= FNn  (13.63)  

where Nc is the effective state density at the bottom of the conduction band. The Fermi–Dirac 
integral F1/2 is shown in Fig. 13.6 along with several approximations which will be discussed 
later. 

For j = (1/2) the Fermi–Dirac integral is 

 η
η−η+

η
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=η ∫
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d
)(exp1)2/3(

1)(
F

2/1

02/1 FF  . (13.64)  

The evaluation of the integral cannot be done analytically. Even though the numerical 
calculation of the Fermi–Dirac integral is straightforward, it proves frequently convenient to use 
approximate analytic solutions of F1/2(ηF). 

 

For analytic approximations of the Fermi–Dirac integral n / Nc = F1/2(ηF), the inverse function 
is frequently used, that is the reduced Fermi energy ηF is expressed as a function of n / Nc. A 
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number of analytic approximations developed prior to 1982 have been reviewed by Blakemore 
(Blakemore, 1982). To classify various approximations, we differentiate between non-
degeneracy and degeneracy. In the non-degenerate regime, the Fermi energy is below the bottom 
of the conduction band, EF << EC. In the degenerate regime the Fermi energy is at or above the 
bottom of the conduction band. 
 
• Extreme non-degeneracy (3D) 

In the case of extreme non-degeneracy (i. e. EC – EF >> kT or F1/2 << 1 or n << Nc) the 
Fermi–Dirac distribution approaches the Boltzmann distribution. One obtains 
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−=η  (13.65)  

which is shown in Fig. 13.7. This approximation is good when the Fermi energy is 2 kT or 
more below the bottom of the conduction band. Rearrangement of the equation yields the 
carrier concentration as a function of the Fermi energy in the non-degenerate limit 
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• Extreme degeneracy (3D) 
In the case of extreme degeneracy (i. e. (EF – EC) >> kT or F1/2 >> 1 or n >> Nc) the Fermi–
Dirac integral reduces to 
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which is shown in Fig. 13.7. The range of validity for this approximation is EF – EC > 10 kT, 
i. e. when the Fermi energy is well within the conduction band. Rearrangement of the 
equation and using the effective density of states (Nc) yields the carrier concentration as a 
function of the Fermi energy in the degenerate limit 
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• The Ehrenberg Approximation (3D) 
This approximation (Ehrenberg, 1950) was developed for weak degeneracy and is shown in 
Fig. 13.6. The approximation is given by 
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For small n the second logarithm term approaches zero, that is the Boltzmann distribution is 
recovered. The range of validity of the approximation is limited to EF – EC ≤ 2 kT, i. e.  to 
weak degeneracy. 
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• The Joyce – Dixon approximation (3D) 
An approximation valid for a wider range of degeneracy was developed by Joyce and Dixon 
(Joyce and Dixon, 1977; Joyce, 1978). This approximation expresses the reduced Fermi 
energy as a sum of the Boltzmann term and a polynomial, i. e. 
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where the first four coefficients Am are given by 

 A1   =   4/2   = 3.53553 × 10–1, 

 A2   =   – 4.95009 × 10–3, (13.71) 

 A3   =   1.48386 × 10– 4, 

 A4   =   – 4.42563 × 10–6. 
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The Joyce – Dixon approximation given here is shown in Fig. 13.6 and can be used for 
degeneracies of EF – EC ≈ 8 kT. Inclusion of higher terms in the power series (m > 4) allows 
one to extend the Joyce – Dixon approximation to higher degrees of degeneracy.  

 
• The Chang–Izabelle Approximation (3D) 

The Chang–Izabelle approximation (Chang and Izabelle, 1989) is a full-range approximation 
which is valid for non-degenerate as well as degenerate semiconductors. The approximation 
is motivated by the fact that low-density and high-density approximations are available (see 
Eqs. 13.66 and 13.68) which are the exact solutions in the two extremes. The Chang–Izabelle 
approximation represents the construction of a function, which approaches the low-density 
solution and the high-density solution of the Fermi–Dirac integral as shown in Fig. 13.7. The 
reduced Fermi energy is then given by 
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where 

 2/1c/ FNn =  , (13.73)  

 ( ) 32934.1
22

3
2
3

2
3 =

π
=Γ  , (13.74)  

 
[ ]

[ ] c

0
3

0c

3
c0

2

)/1(ln

)/()2/3()2/3(
N
n

nN

NnA −
+

Γ
=  , (13.75)  

 76515.0)0()(
2/1

c

CF

c

0 ==η=
=

= FF
N

EEn
N
n  . (13.76)  

One can easily verify that Eq. (13.72) recovers the low-density approximation and the high-
density approximation for n << Nc and n >> Nc, respectively. Furthermore, the approximation 
yields an exact solution for ηF = 0, i. e. when the Fermi energy touches the bottom of the 
conduction band. The largest relative error of ηF is 1 % in the Chang–Izabelle 
approximation. Chang and Izabelle (1989) showed that the relative error can be further 
reduced by a weighting function and a polynomial function. Using these functions, the 
maximum relative error is reduced to 0.033%.  
 

• The Nilsson approximation (3D) 
The Nilsson approximation (Nilsson, 1973) is valid for the entire range of Fermi energies. It 
is given by 
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The maximum relative error of the approximation is 1.1%. 
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13.7 The Fermi–Dirac integral of order j = 0 (2D semiconductors) 
The Fermi–Dirac integral of order j = 0 allows one to calculate the free carrier density in a two-
dimensional (2D) semiconductor. For semiconductor structures with only two degrees of spatial 
freedom, the Fermi–Dirac integral is obtained from Eq. (13.60) by insertion of the two-
dimensional density of states. One obtains for the 2D carrier density 
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 (13.78)  

where η = E / kT and ηF = (EF – EC) / kT are reduced energies. The integral can be written as the 
Fermi–Dirac integral of zero (j = 0) order 
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where Γ(1) = 1 is the Gamma-function. The two-dimensional carrier density can be written by 
using the effective density of states of a 2D system (Nc

2D). One obtains 

 n2D = Nc
2D F0(ηF ) (13.80)  

which is formally similar to the corresponding equation in three dimensions (Eq. 13.63). The 
Fermi–Dirac integral of zero order (j = 0) can be solved analytically. Using the integral formula 
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d x
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x  , (13.81)  

one obtains 

 )e1(ln)( FF0
η+=ηF  . (13.82)  

Thus, the two-dimensional carrier density depends on the reduced Fermi energy according to 

 )e1(ln F
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N
n  . (13.83) 

Rearrangement of the equation yields the Fermi energy as a function of the carrier density 
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• Extreme non-degeneracy (2D) 
Approximation for the low-density regime (n2D << Nc

2D) and the high-density regime 
(n2D >> Nc

2D) can be easily obtained from Eqs. (13.83) and (13.84). In the low-density 
regime one obtains 
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−=η  (13.85)  

which is valid if the Fermi energy is much below the bottom of the conduction subband. 
Rearrangement of the equation yields the two-dimensional carrier density as a function of the 
Fermi energy in the non-degenerate limit 
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• Extreme degeneracy (2D) 
In the high-density regime one obtains 
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Rearrangement of the equation and insertion of the explicit expression for Nc
2D yields 

 ( )CF2
2D * EEmn −

π
=

h
 (13.88)  

that is the Fermi energy and the two-dimensional density follow a linear relation for two-
dimensional structures. 

 
 

13.8 The Fermi–Dirac integral of order j = – 1/2 (1D semiconductors) 
The Fermi–Dirac integral of order j = – 1/2 allows one to calculate the free carrier density (per 
unit length) in a one-dimensional (1D) semiconductor. In semiconductor structures with only one 
degree of spatial freedom, the Fermi–Dirac integral is obtained from Eq. (13.60) by insertion of 
the 1D density of states. One obtains 
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where η = E / kT and ηF = – (EC – EF) / kT are reduced energies. The integral can be written as the 
Fermi–Dirac integral of order j = – 1/2 
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where Γ(1/2) = π1/2 is the Gamma-function. Using the effective density of states of a one-
dimensional system (Nc

1D), the one-dimensional density can be written as 

 )( F2/1
D1

c
D1 η= −FNn  (13.91)  
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which is similar to the corresponding equations in three (Eq. 13.63) and two (Eq. 13.80) 
dimensions. The Fermi–Dirac integral of order j = – 1/2 can only be obtained by numerical 
integration or by approximate solutions which will be discussed in the following sections. The 
j = – 1/2 Fermi–Dirac integral has asymptotic solutions for the regimes of non-degeneracy and 
high degeneracy. 
 
• Extreme non-degeneracy (1D) 

In the regime of extreme non-degeneracy (n1D << Nc
1D) the Fermi–Dirac integral of order 

j = – 1/2 approaches the Boltzmann distribution. One obtains 
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−

−=η  (13.92)  

This approximation is good for EF – EC ≤ 2 kT, i. e. when the Fermi energy is at least 2 kT 
below the bottom of the conduction subband. Rearrangement of the equation yields the one-
dimensional carrier density as a function of the Fermi energy in the non-degenerate limit 
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• Extreme degeneracy (1D) 
In the case of extreme degeneracy (n1D >> Nc

1D) the Fermi–Dirac integral of order j = – 1/2 
reduces to 
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The range of validity of the approximation is EF – EC > 10 kT, i. e. when the Fermi energy is 
well within the conduction band.  
 

 
Exercise 1: The Fermi-Dirac distribution.  Show that the Fermi-Dirac Distribution is an odd-
symmetry function with respect to the point E = EF, i.e. show that the following equation is 
correct: )(1)( FFFF EEfEEf Δ−−=Δ+  
 

Solution: Writing )(1)( FFFF EEfEEf Δ−−=Δ+  by using the Fermi–Dirac distribution, 
we obtain 
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 Because both sides of the equation are identical, the equation is correct, and we have shown 
what was to be shown.  

 
 
Exercise 1: Approximate rules.  Which or the following statements or approximate rules are 
correct? 
(a) In an n-type semiconductor, for EC > EF, we can use the Boltzmann distribution for the state 

occupancy in the conduction band.  
(b) In an n-type semiconductor, for EF > EC, we must use the Fermi–Dirac distribution for the 

state occupancy in the conduction band.  
(c) In an intrinsic semiconductor, the Fermi level is approximately in the middle of the forbidden 

gap.  
(d) What is the physical reason that the Fermi level is approximately but not exactly in the 

middle of the forbidden gap?  
 
 Solution: (a)–(c) are correct. (d) Because the density of states is different in the conduction 

and valence band, and because the Fermi distribution is symmetric with respect to the point 
E = EF, the Fermi level is not exactly in the middle of the forbidden gap.  
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14 
 
 

Carrier concentrations 
 
 

The activation energy of impurities will be frequently used in this chapter. It is useful to recall 
the interdependence of free energy, internal energy, enthalpy, entropy, and activation energy. To 
do so, consider the electronic ionization of an impurity, for example a donor 

 e0 +↔ +DD  . (14.1) 

The effective work necessary to accomplish the ionization process at a constant temperature and 
pressure equals to the change of Gibbs free energy of the system (Kittel and Kroemer, 1980; 
Reif, 1965). In thermodynamics, Gibbs free energy G is defined as 

 STHG −=  , (14.2) 

 VPEH +=  (14.3) 

where H is the reaction enthalpy, S the entropy, E the internal energy, and PV the product of 
pressure and volume of the system. The change in Gibbs free energy occurring during the donor 
ionization process of Eq. (14.1) at a constant temperature T is then given by 

 STHG Δ−Δ=Δ  , (14.4) 

 VPEH Δ+Δ=Δ  (14.5)  

where constant temperature and constant pressure is assumed. Gibbs free energy is the proper 
energy to be used in a Boltzmann factor or Fermi function (see Sect. on semiconductor 
statistics). The change in volume of the system occurring during chemical reactions can be quite 
significant. However, the change in volume during the electronic reaction of Eq. (14.1) is very 
small since the valence electron configuration does not change. The change in volume can 
therefore be neglected. In this chapter, the change in entropy as well as the mechanical work 
(P ΔV) will be neglected. In this case, it is ΔG ≈ ΔH ≈ ΔE. The energy required for the ionization 
reaction of Eq. (14.1) is the difference in internal energy, i. e. the difference in energy of states 
occupied by the electron before and after the ionization process. The change in free energy for 
donors can then be written as ΔG ≈ ΔH ≈ ΔE = EC – ED = Ed, that is, the ionization energy equals 
the donor level energy relative to the bottom of the conduction band. The enthalpy and the 
entropy of ionization of centers in semiconductors were further considered by Thurmond (1975) 
and by Van Vechten and Thurmond (1976a, 1976b). The authors made simple estimates of the 
entropy of ionization of coulombic, isoelectronic, and vacancy-type defects in semiconductors 
by considering the effect of localized and free-carrier charge distributions upon the lattice 
modes. The empirical values of these entropies are observed as the temperature variation of the 
corresponding ionization levels (i. e. the term T ΔS in Eq. 14.4). The change in entropy during 
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the ionization reaction of Au-related levels in Si was considered by Lang et al. (1980), who 
differentiated between the entropy change due to electronic degeneracy and due to atomic 
vibrational changes. The authors showed that the change in entropy can be a small fraction 
(10 %) of the ionization enthalpy. 

Typical densities of free carriers in semiconductors range from 1015 cm–3 to 1020 cm–3. It is 
impossible to describe the energies or velocities of those carriers individually. An alternative to 
the individual characterization of particles is the statistical description of a carrier system. The 
statistical description uses probabilities of velocities or energies rather than knowing these 
quantities for all individual carriers. Thus, the statistical treatment represents a simplification. 
The derivation of the energy distribution function treats the carrier system as an ideal gas, for 
example a gas of oxygen molecules. The ideal gas is assumed to have only elastic collisions 
between atoms or molecules. Furthermore, the energy of the gas molecules is assumed to be 
purely translational kinetic. Since these properties are applied to the electron or hole system, 
those systems are frequently referred to as electron-gases or hole-gases. 

The free carrier concentration in semiconductors depends on a number of parameters such as 
the doping concentration, impurity activation energy, temperature, and other parameters. Given 
the results of the previous sections on the density of states and the distribution functions, the 
carrier concentration can now be calculated. In the calculation intrinsic, extrinsic, and 
compensated semiconductors will be considered. 

 

 
14.1 Intrinsic semiconductors 

The carrier concentration of pure, undoped semiconductors is determined by thermal excitation 
of electrons from the valence band to states in the conduction band. An intrinsic semiconductor 
has a filled valence band and an empty conduction band at zero temperature. This property is the 
very definition of semiconductors. The band diagram along with the T = 0 K Fermi distribution 
function is shown in Fig. 14.1. 

As the temperature increases, a small fraction of electrons in the valence band is excited into 
the conduction band. Thus the number of holes (unoccupied states) p in the valence band 
coincides with the number of electrons n in the conduction band. Semiconductors for which 
n = p are called intrinsic. The condition that the concentration of electrons coincides with the 
concentration of holes requires that the Fermi energy be within the forbidden gap. The position 
of the Fermi energy in the gap is visualized in Fig. 14.1. The electron and hole concentrations 
are given by 
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 pn =  , (14.6) 

 )()( 2/1v2/1c FF FNFN η=η  . (14.7) 

Since the Fermi energy is within the forbidden gap, i. e. many values of kT below the conduction 
band and many values of kT above the valence band, simpler Boltzmann statistics can be used 
instead of Fermi–Dirac statistics. Equation (14.7) then simplifies to 
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Rearrangement of the equation and the definition of the gap energy Eg = EC – EV yields for the 
Fermi energy of an intrinsic semiconductor 
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22
1

N
NkTEEE ++=  . (14.9) 

In this equation, EV + (1/2) Eg represents the mid-gap energy. Since the logarithmic function 
changes weakly with Nv / Nc, the Fermi energy of an intrinsic semiconductor is approximately at 
mid-gap. The temperature dependence of the intrinsic Fermi energy is weak due to the (weak) 
logarithmic dependence of the Fermi energy on the temperature. Using Boltzmann statistics the 
Fermi energy allows us to determine the intrinsic carrier concentration, ni, of electrons and 
holes in an undoped semiconductor. 
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According to this equation the intrinsic carrier concentration increases exponentially with 
temperature. In addition, the effective density of states have the comparatively weak temperature 
dependence of Nc,v ∝ T3/2. The intrinsic carrier concentration is of special importance. 
Calculating the product of electron and hole concentration for any (non-degenerate) Fermi level 
using Boltzmann statistics yields 

 ⎟⎟
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−==

kT
E

NNnpn g
cv

2
i exp  . (14.11) 

Thus the product n p is a constant at a given temperature and, since the result does not depend on 
the Fermi level, is independent of the doping concentration. The intrinsic carrier concentrations 
of GaAs and InP are shown as a function of temperature in Fig. 14.2.  
 
 

14.2 Extrinsic semiconductors (single donor species) 
Substitutional donors and acceptors have an excess or a deficit electron in their outer electron 
shell, respectively, as compared to the replaced lattice atom. Donors have one excess electron 
which can be donated to the conduction band. Acceptors have one less electron than the replaced 
lattice atom and can accept an electron from the filled valence band of the semiconductor, 
thereby creating a hole. Here we consider donors and acceptors being represented by an energy 
state close to the conduction band edge (donor) or close to the valence band edge (acceptor), as 
shown in Fig. 14.3. We will next investigate the free carrier concentration as a function of 
temperature in a semiconductor with donor impurities of one chemical species. The donor 
concentration is assumed to be ND. 

 

The charge state of donors is neutral when occupied by an electron and positively charged if 
the electron is excited to the conduction band. The total concentration of donors is the sum of 
neutral donor concentration and ionized donor concentration, i. e. 

 ++= D
0
DD NNN  . (14.12) 

The energy of the donor impurity state is denoted as ED. The donor energy is frequently given 
with respect to the conduction band edge, that is 

 DCd EEE −=  . (14.13) 

The probability of occupation of an acceptor or donor follows Fermi – Dirac statistics. 
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Consequently, the concentration of neutral donors, i. e. donors occupied by an electron is 

 )( DFD
0
D EfNN =  (14.14) 

where fF(ED) is the value of the Fermi–Dirac distribution at the energy of the donor. With 
ND

+ = ND – ND
0 one obtains the concentration of ionized donors 
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where g is the ground-state degeneracy of the donor. The value of the ground-state degeneracy in 
GaAs is g = 2 for hydrogen-like donors since the donor can donate one electron of either spin 
(see Chap. 1). The ground-state degeneracy of acceptors in GaAs is g = 4, since the acceptor can 
accept electrons of either spin from the heavy-hole and the light-hole valence band (see Chap. 1). 
Note that Eq. (14.15) is limited to concentrations below the Mott transition (see Chap. 1). Above 
the Mott transition, impurities cannot bind charge carriers, i. e. donors and acceptors cannot be in 
the neutral charge state. 

If a semiconductor has one carrier type dominating due to doping, the other carrier type has 
an extremely small equilibrium concentration. If, for example, GaAs is doped with 
ND = 1017

 cm−3 donors and n ≈ 1017
 cm–3, the hole-concentration inferred from Eq. (14.10) at 

300 K is p = ni
2

 / n = 3.2 × 10–3
 cm–3 . Thus, there are approximately 3 holes in 1000 cm3 of this 

n-type semiconductor. The very small concentration of the minority carrier allows us to 
completely neglect minority carriers in many semiconductor structures. Such semiconductor 
devices are called majority carrier devices. 

Charge neutrality is maintained in a doped semiconductor and has to be taken into account in 
addition to Fermi – Dirac statistics. Since minority carriers can be neglected, the free carrier 
concentration coincides with the ionized dopant concentration. If we restrict ourselves to n-type 
semiconductors, then 

 += DNn  . (14.16) 

We now consider the semiconductor at low temperatures, when most electrons occupy donor 
states. Then Boltzmann statistics can be used for the occupation of conduction band states 
according to 
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If Fermi–Dirac statistics are used for the occupation of the donor level according to Eq. (14.15), 
one obtains a quadratic equation for the free carrier concentration 
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At low temperatures the free carrier concentration, n, is much smaller than the donor 
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concentration, ND. Thus, the third term of the quadratic equation is much smaller than the second 
term. The free carrier concentration is given by 
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where the ground state degeneracy for donors is g = 2. 
Equation (14.19) was first obtained by de Boer and van Geel (1935) by the method described 

here. The formulas can also be obtained by minimizing the free energy change due to thermal 
excitation of electrons from donor states to conduction band states (Mott and Gurney, 1940). At 
higher temperatures all donors become ionized. The carrier concentration is then constant 
n = ND

+ = ND and independent of temperature. This temperature regime is called the saturation 
regime. 

As the temperature is increased even further, the intrinsic carrier concentration ni increases 
and at sufficiently high temperatures assumes values comparable or higher than the dopant 
concentration. For most technologically useful semiconductors, the crossover from the saturation 
to the intrinsic regime occurs at temperatures much higher than room temperature. The three 
temperature regimes (i) thermal ionization regime (ii) saturation regime and (iii) intrinsic regime 
are shown schematically in Fig. 14.4 along with the associated activation energies. 

 

The thermal ionization energy of a donor can be obtained from the slope of n versus 
reciprocal temperature. Rearrangement of Eq. (14.19) yields 

 
)/1(d
)(lnd2d T

nkE −=  (14.20) 

which allows one to determine Ed directly from the temperature dependent carrier concentration. 
The change in carrier concentration with increasing temperatures also implies a continuously 
changing Fermi level in the semiconductor. Consider an n-type semiconductor. At low 
temperatures the donor levels are filled, while the conduction band is empty. Thus, the Fermi 
level must be slightly above the donor level. As the temperature increases, the Fermi distribution 
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becomes smeared out, as conduction band states become filled and donor states become 
unoccupied. Simultaneously the Fermi level moves deeper into the forbidden gap. At still higher 
temperatures, the Fermi level approaches the (near) mid-gap level and the semiconductor 
becomes intrinsic. 
 
 

14.3 Extrinsic semiconductors (two donor species) 
In the following, the free carrier concentration as a function of temperature is investigated in a 
semiconductor with two different species of donor impurities. It is assumed that the two donors 
form two different energy levels in the gap of the semiconductor. The two types of donor levels 
can originate from two different chemical species (e. g. Sn and Te donors in GaAs). 

 

If both donor types have very similar thermal ionization energies, there is no necessity to 
differentiate between the two types of donors. It is therefore assumed that the two types of 
donors have markedly different ionization energies. In particular, we assume that one of the 
donors is relatively shallow and the other one is relatively deep. The band diagram of a 
semiconductor with two types of donors with energies ESD and EDD is shown in Fig. 14.5.  If the 
shallow and deep donor concentrations are given by NSD and NDD, respectively, then the free 
carrier concentration is given by 

 ++ += DDSD NNn  . (14.21) 

The carrier concentration in the conduction band is given by the Boltzmann distribution 

 ⎟
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while Fermi–Dirac statistics is assumed for the donor levels (see Eq. 14.15). 
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where ESD and EDD are the energies of the donor states. We assume that Esd << Edd and 
Edd << Eg, where Esd = EC – ESD and Edd = EC – EDD. 

All donors are neutral at very low temperatures. As temperature increases, shallow donors 
will donate their electrons to the conduction band, until all shallow donors are ionized. As the 
temperature is further increased, the deep donors start to become ionized until all deep donors 
are ionized. At even higher temperatures the intrinsic carrier concentration exceeds the dopant 
concentration and the semiconductor becomes intrinsic. In the following, the ionization regimes 
of the shallow and the deep donor are investigated. 

At low temperatures when both types of donors are neutral, the Fermi energy is higher than 
the shallow donor energy. Then the energy difference between the Fermi energy and the deep 
donor energy is relatively large and according to Eq. (14.24), the deep donor can be considered 
as neutral, i. e. NDD

+ = 0. The carrier concentration is then given by 
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Using Boltzmann statistics for the conduction band one obtains the quadratic equation 

 0)/(exp1)/(exp1
sdcsdcSD

2 =−+−− kTENn
g

kTENN
g

n  (14.26) 

which is identical to the single donor equation Eq. (14.18). Thus, the low temperature solution is 
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where the ground-state degeneracy is assumed to be g = 2. Ionization of the shallow donor 
continues until all shallow donors are ionized, i. e. n = NSD

+ = NSD. 
As the temperature is increased further, deep donors become ionized. Using Boltzmann 

statistics for the conduction band (Eq. 14.22) and Fermi–Dirac statistics for the deep donor 
(Eq. 14.24) one obtains the quadratic equation 

 0e1e1)( /
cDD
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cSDDD

2
DD dddd =−⎟⎟
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g
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For NSD
+ >> ( g–1) Nc exp (– Edd / kT) one obtains 

 kTENN
g

NNN /
cDDDDSD

2
DD dde1)( −+++ ≈+  . (14.29)  

Since the free carrier concentration is the sum of ionized deep and shallow donor concentration 
(n = NSD

+ + NDD
+) the equation can be written as  
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 kTENNNnn /
cDD2

1
SD dde)( −+ ≈−  (14.30)  

where the donor ground-state degeneracy is assumed to be g = 2. 
At the elevated temperatures considered here, the shallow donor is ionized (NSD

+ = NSD) and 
therefore the slope of the carrier density with respect to temperature follows the proportionality 

 ( ) kTENnn /
SD dde−∝−  (14.31)  

Note that this equation is significantly different from the simple relation n ∝ exp (– Ed / kT), 
which would lead to incorrect results if applied to a semiconductor with two types of donors. 
Equation (14.31) was applied to shallow and deep Si donors in AlxGa1–xAs (Schubert and Ploog, 
1984). 

The ionization of the deep donor continues until shallow and deep donors are ionized, which 
corresponds to the saturation regime. At even higher temperatures the intrinsic carrier 
concentration increases above the dopant concentration and the semiconductor becomes 
intrinsic. The carrier concentration is shown in Fig. 14.6 for a semiconductor containing two 
different donor species as a function of temperature. The different saturation and ionization 
regimes along with their activation energies are indicated in the figure. Note that the different 
ionization regimes discussed above may not be as clearly distinguishable if the difference 
between Esd and Edd is small. 

 

14.4 Compensated semiconductors 
A partially compensated semiconductor contains dopant atoms of one type (n- or p-type) and, in 
addition, a smaller number of dopants of the other type. The band diagram of a partially 
compensated n-type semiconductor with a small number of acceptors is shown in Fig. 14.7. The 
free carrier concentration is given by 

 −+ −= AD NNn  . (14.32)  
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Electrons from donors prefer to occupy lower-energy acceptor states at all temperatures. Thus, 
even for low temperatures (T → 0 K) all acceptors and some donors are ionized. Fermi–Dirac 
statistics for the occupation of the donor state (see Eq. 14.14) and Eq. (14.32) yield 
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Using Boltzmann statistics for the free electron concentration in the conduction band allows 
one to eliminate the Fermi energy. One obtains the quadratic equation 
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where acceptors are assumed to be ionized at all temperatures, i. e. NA = NA
–. The solution of the 

quadratic equation is, for g = 2: 

 
2
1

AD
/

c

2
/c

A
/c

A )(e2e
22

1e
22

1 ddd

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+⎟

⎠
⎞

⎜
⎝
⎛ ++⎟

⎠
⎞

⎜
⎝
⎛ +

−
= −−− NNNNNNNn kTEkTEkTE  (14.35) 

At low temperatures when (1/2) Nc exp (Ed / kT) << NA the equation simplifies to 
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An approximate solution of the equation can be found by applying (1 + x)1/2 ≈ 1 + (1/2) x 
(for x << 1) to the square root term of the equation. 
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Note that the temperature dependence of the carrier concentration as a function of temperature 
has a different slope as compared with the uncompensated semiconductor (see Eq. 14.19). The 
slopes are different by a factor of two for the compensated and uncompensated case. 

As the temperature is further increased, ND >> (1/2) Nc exp (– Ed / kT) >> NA and Eq. (14.35) 
simplifies to 
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which is identical to the uncompensated case given by Eq. (14.19). 
Even further increase of the temperature results in fully ionized donors. The free carrier 

concentration is then given by n = ND
+ – NA

– = ND – NA. The two different slopes for the carrier 
concentration vs. temperature have indeed been observed experimentally (Morin, 1959). The 
carrier concentration versus temperature of a compensated semiconductor is schematically 
illustrated in Fig. 14.8, where the different regimes are indicated. 

 

 
Exercise 1: Approximate rules. Answer the following questions.  
(a) In a non-degenerately doped semiconductor, is the Fermi level is within the (i) valence band, 

(ii) forbidden gap, or (iii) conduction band?  
(b) In a degenerately doped n-type semiconductor, is the Fermi level within the (i) valence band, 

(ii) forbidden gap, or (iii) conduction band?  
(c) Where is the Fermi level located in an n-type semiconductor at T → 0?   
(d) Where is the Fermi level located in an n-type semiconductor for T → ∞?  
(e) What are the possible charge states of a donor? 
(f) What are the possible charge states of an acceptor? 
(g) States below the Fermi level have a probability greater 50% of being (i) occupied or 

(ii) unoccupied? 
(h) States above the Fermi level have a probability greater 50% of being (i) occupied or 

(ii) unoccupied? 
(i) What is the charge state of an occupied donor? 
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(j) What is the charge state of an unoccupied donor? 
(k) What is the charge state of an occupied acceptor? 
(l) What is the charge state of an unoccupied acceptor? 
(m) The Fermi level in an intrinsic semiconductor is approximately but not exactly in the middle 

of the forbidden gap. Why? 
(n) Semiconductor devices are generally operated in the (i) ionization, (ii) saturation, or 

(iii) intrinsic regime?  
(o) Calculate the electron concentration in GaAs at room temperature using the Boltzmann and 

the Fermi–Dirac distribution for (i) EF = EC – 2kT, (ii) EF = EC – kT, and (iii) EF = EC. 
Determine the error obtained when using the Boltzmann distribution.  

 
Solution: 
(a) Forbidden gap  (b) Conduction band 
(c) At the donor level   (d) Near middle of gap  
(e) Neutral and positive  (f) Neutral and negative 
(g) States below the Fermi level have a probability greater 50% of being occupied 
(h) States above the Fermi level have a probability greater 50% of being unoccupied 
(i) Neutral (j) Positive  
(k) Negative (l) Neutral 
(m) If the density of states in the conduction and valence band would be identical, then the 

Fermi level in the intrinsic case would be exactly in the middle of the forbidden gap. This 
is because the Fermi–Dirac distribution is symmetrical and the electron and hole 
concentrations are equal (n = p = ni). However, because the density of states in the 
conduction and valence band are generally not equal, the Fermi level is slightly shifted 
from the mid-gap position towards the band with the lower density of states. This insures 
that n = p = ni.  

(n) Saturation regime 
(o) In GaAs, Nc = 4.4 × 1017 cm–3; At room temperature, kT = 25 meV  
 EF = EC – 2kT   nBoltzmann = 5.9 × 1016 cm–3 nFD = 5.7 × 1016  cm–3 Error = 3.8% 
 EF = EC – kT   nBoltzmann = 1.6 × 1017 cm–3 nFD = 1.4 × 1017  cm–3 Error = 12% 

 EF = EC   nBoltzmann = 4.4 × 1017 cm–3 nFD = 3.8 × 1017  cm–3 Error = 31% 
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Impurities in semiconductors 
 
 

15.1 Bohr’s hydrogen atom model 
Shallow impurities are of great technological importance in semiconductors since they determine 
the conductivity and the carrier type of the semiconductor. Shallow impurities are defined as 
impurities which are ionized at room temperature. This condition limits the ionization energy of 
such impurities to values << 100 meV. Shallow impurities can be either acceptors or donors, i. e. 
‘accept’ electrons from the valence band or ‘donate’ electrons to the conduction band. 
 The hydrogen atom model can serve as the basis for the calculation of many properties of 
shallow impurities such as ionization energy and state wave functions. In this chapter, the 
hydrogen atom is analyzed in terms of Bohr’s semi-classical model and in terms of a quantum 
mechanical approach. The hydrogen atom model is then applied to shallow impurities. Properties 
such as ionization energies, wave functions, central cell correction terms, and screening of 
impurity potentials by free carriers are summarized.  

Impurities in semiconductors can be incorporated on substitutional sites, interstitial sites, or 
as impurity complexes. Here, we restrict ourselves to substitutional, shallow impurities. 
Examples for such impurities are Be, Zn, Si, and Sn. These impurities are shallow, i. e. their 
ionization energy is comparable to the thermal energy kT at room temperature. As a 
consequence, shallow impurities are fully ionized at room temperature. The hydrogen atom 
model has proven to predict accurately many properties of shallow impurities.  

 
Coulomb potential 

The electrostatic potential of a point charge is called the Coulomb potential or the 1 / r potential. 
The Coulomb potential of a positive point charge (+e) in vacuum located at r = 0 is obtained 
from Poisson’s equation and is given in spherical coordinates by 

 
r

erV
04

)(
επ

=  (15.1a) 

where e is the elementary charge and ε0 is the permittivity of vacuum. Analogously, the 
Coulomb potential of a positively charged impurity located at r = 0 in a semiconductor with the 
dielectric constant εr = ε / ε0 is given by 

 
r

erV
επ

=
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)(  (15.1b) 

where ε is the permittivity of the semiconductor. 
 

Binding energy and Bohr radius  
The hydrogen atom model developed by Bohr is based on (i) classical mechanics of an electron 
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in the Coulomb potential of a positive point charge and on (ii) the quantization of the electron 
angular momentum. The Bohr model predicts many of the physical properties of the hydrogen 
atom most notably the emission spectra of the atom. The model is a fascinating example of the 
simplicity and the power of quantum mechanics. For the classical motion of an electron in the 
Coulomb potential, the potential energy is given by 

 
r

eE
0

2
pot 4 επ

−=  . (15.2) 

 

For the hydrogen atom, the permittivity is that of vacuum since a vacuum is assumed 
between the proton and the electron. The schematic Coulomb potential and an electron orbiting 
the proton at a distance r are shown in Fig. 15.1. The electrostatic Coulomb force FC, acting on 
the proton and electron attracting them towards each other, is given by 

 2

2

0
CC 4

1
r
eeF

επ
== E  (15.3) 

where EC = dEpot / dr is the Coulomb field. If the electron orbits the proton at a radius r and 
tangential velocity v, a centripetal force of magnitude Fz is required to keep the electron on the 
stationary orbit 

 2
0

2
0

z ω== rm
r
vmF  (15.4) 

where ω is the angular frequency of the electron. Equation (15.4) is valid, only if the electron 
mass, m0, is much smaller than the proton mass, mp. This condition is fulfilled, since 
m0 / mp ≈ 1 / 1840. The first classical condition in Bohr’s hydrogen atom model is Fc = Fz, i. e. 
the condition for a stationary circular motion of the electron around the proton. 
The second condition for the Bohr atom is the quantization of the angular momentum of the 
electron which is given by 

 hnrmrvm =ω= 2
00  (n = 1, 2, 3 ...) (15.5) 
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The validity of the angular momentum quantization can be visualized by recalling the wave 
character of the electron. An electron wave around the positive proton is shown in Fig. 15.2. The 
electron wave is stable, only if the wave is interfering constructively with itself, i. e. when the 
length of the electron orbit equals integer multiples of the electron wavelength, λ,  

 λ=π nr2   (n = 1, 2, 3 ...) (15.6) 

The reader can easily verify that Eqs. (15.5) and (15.6) are identical by recalling that the kinetic 
energy of a particle is given by E = h2

 k2
 / 2m0 where k = 2π / λ and m0 are the electron wave 

vector and mass, respectively. 

 

 Elimination of force and velocity from Eqs. (15.3) – (15.5) yields the radii of the allowed 
electron orbits in the hydrogen atom 
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=  (n = 1, 2, 3 ...) (15.7) 

The radius of the ground state orbit (n = 1) is given by 

 nm053.0B =a  (15.8) 

which is called the Bohr radius of the hydrogen atom. 
 Insertion of the Bohr radii into Eq. (15.2) yields the potential energy of the electron 
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Furthermore, the kinetic energy is obtained via the electron velocity of Eq. (15.5) according to 
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Comparison of Eq. (15.9) with Eq. (15.10) reveals that the kinetic energy is just half of the 
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potential energy, i. e. 

 nn EE pot,kin, 2
1

=  (15.11) 

The energy required to move the electron from the nth state energy, En, to the vacuum level at 
infinite distance from the proton, i. e. E∞ = E(r → ∞), is given by 
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which, for n = 1, is called the Rydberg energy. This energy is required to ionize a hydrogen 
atom. For n = 1 the Rydberg energy is given by 

 ERyd   =   13.6 eV . (15.12b) 

In the classical orbital motion of the electron around the proton, the ratio of the electron velocity 
and the velocity of light c can be calculated from the Bohr model. The ratio is obtained as 
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which is called the Sommerfeld fine structure constant. Evaluation of Eq. (15.13) yields that the 
electron orbits the proton with a velocity of approximately 2200 km / s. 
 The magnetic field generated by the circular current of the orbiting electron can be calculated 
from Bohr’s model using the Maxwell equations. It is given by 

 
0

0
B 2 m

ehμ
=μ  (15.14) 

and is called the Bohr magneton. 
 The above calculation demonstrates that the relatively simple Bohr model, i. e. classical 
mechanics and angular momentum quantization, provides many physical quantities of the 
hydrogen atom. The calculated state energies of the hydrogen atom were found to agree with 
hydrogen emission spectra. The Bohr model and its prediction of the electron energies was one 
of the first successes of the quantum theory. Further refinement of the model is obtained by 
considering not only circular orbits but also elliptical orbits. On such an elliptical orbit the 
velocity of the electron is a function of the position, i. e. the velocity is not constant as in the 
circular orbit. (The position dependence of the velocity is analogous to the planetary motion 
around the sun). 
 Using the momentum p = h k and k = 2π / λ, the angular momentum quantization condition, 
which for circular motion is given by Eq. (15.6), can be written for any orbit as 

 hφφ
π

=φ
π ∫ np d

2
1 2

0
 (nφ = 1, 2, 3 ...) (15.15) 

where pφ = m ωφ r2 is the position-dependent (that is angle-dependent) angular momentum. For a 
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circular orbit, the angular momentum is a constant and Eq. (15.15) reduces to Eq. (15.5). 
 The condition of classical mechanics for motion on an elliptical orbit and the angular 
momentum quantization condition lead to the total energy of the electron. The total energy is 
given by 
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φ n
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which is identical to Eq. (15.12). Thus, elliptical orbits for the electron exist and have the same 
energy as electrons on circular orbits. The total energy of a particle on an elliptical orbit in a 1 / r 
potential can be calculated by classical mechanics and depends only on the main axis a of the 
ellipsis. The main axis is then given by 
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The angular momentum of the particle on the elliptical orbit is given by 
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where ε is the eccentricity of the ellipsis. Since the angular momentum is quantized according to 
pφ = nφ h, one obtains with Eq. (15.18a) 
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Inserting the main axis a, given by Eq. (15.17), into Eq. (15.18b) yields 

 
n

n
a
b φ=  (15.19) 

where a and b are the axes of the ellipsis. The angular momentum quantum number nφ can 
assume values of 1, 2, 3 …, n, which represents a family of ellipses. If the angular quantum 
number coincides with the principal quantum number, i. e. nφ = n, the previously calculated 
circular orbit is obtained. The ellipses for the n = 1, 2, and 3 states are shown in Fig. 15.3(a). 
 If the angular momentum quantum number is formally introduced as l = nφ – 1, then l can 
assume values of 

 1210 −= n...,,l  . (15.20) 

The value of l = 0 corresponds to the ellipsis with the largest eccentricity. The value of l = n – 1 
represents the circular orbit. 
 Each orbit of an electron around the proton of a hydrogen atom is fully determined by the 
principle quantum number, n, and the angular quantum number, l. The orbits of the electron for 
different quantum numbers and the corresponding energies are shown in Fig. 15.3. Frequently, 
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the l = 0, 1, 2 and 3 orbitals are historically denoted as the s, p, d and f orbitals (White, 1934). If 
several quantum states have the same energy the states are called degenerate states. For 
example, the two states determined by n = 2, l = 0 and n = 2, l = 1 are degenerate. In addition to 
the principal quantum number and the angular momentum number, the quantum number m 
describes the quantization of the azimuthal angular momentum in units of   h . For a discussion of 
the azimuthal quantum number, we refer to the literature (see, for example, Bohm, 1951). 

 

 Upon any perturbation of the hydrogen atom, different electron orbits respond in different 
ways to the perturbation. Therefore, degenerate electron states will split and become non-
degenerate upon a suitable perturbation. The perturbation of the hydrogen atom can be achieved, 
for example, by an electric field (Stark effect) or a magnetic field (Zeeman effect). 
 Even though the Bohr model explains many characteristics of the hydrogen atom it is limited 
in its applicability. For example, if the principles of the Bohr model are applied to the helium 
atom, incorrect results are obtained for the energy levels in that atom. In addition, the 
deterministic Bohr hydrogen model violates the quantum mechanical uncertainty principle. That 
is, momentum and position of the electron are exactly determined at all times in Bohr’s model, 
which contradicts Δx Δp ≈ h. Nevertheless, due to its simplicity and clarity, the Bohr model has 
not lost its attractiveness. 
 The Bohr model was refined in 1925 by inclusion of the electron spin. The spin of an 
electron is also called its intrinsic angular momentum and can be visualized as the rotation of an 
electron around its own symmetry axis. Goudsmit and Uhlenbeck postulated the spin when 
conducting Zeeman effect experiments on hydrogen. Due to angular momentum quantization the 
difference between intrinsic angular momenta is  h . The intrinsic angular momentum is then 
given by 

 2/1with ±== ssps h  (15.21) 

where s is the spin quantum number which can assume values of s = ± 1/2. If an electron with 
spin is subjected to an external magnetic field, the spin-axis will orientate (align) itself in a 
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parallel or antiparallel manner, as shown in Fig. 15.4. All other orientations are of transient 
nature since the repulsive and attractive magnetic forces of the spin and external field tend to 
reorient the spin to the parallel or antiparallel orientation. 

 

 
Wave functions of the hydrogen atom 

The Bohr model predicts the energy levels of the hydrogen atom with amazing accuracy. 
However, the wave functions ψnlm and the probability distributions ψnlm ψnlm

* cannot be obtained 
from the Bohr model. The Schrödinger equation must be solved in order to obtain the exact 
solutions. Although the exact solution of the hydrogen atom model goes beyond the scope of this 
book, the results of the exact hydrogen atom are summarized in the following. For further study, 
the reader is referred to textbooks on quantum mechanics (Bohm, 1951; Sherwin, 1959; 
Davydov, 1965; Borowitz, 1967; Saxon, 1968; Merzbacher, 1970). 
 The wave functions of the hydrogen atom can be obtained by solving the Schrödinger 
equation. For a particle with mass m and charge e in a potential V, the Schrödinger equation is 
given by 
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m ∂
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−=Ψ+ΔΨ
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2 hh  (15.22) 

where Ψ  =  Ψ(x,  y,  z,  t)  =  ψ(x,  y,  z) eiωt is the time - dependent wave function and 
Δ = (∂2

 / ∂x2 + ∂2
 / ∂y2 + ∂2

 / ∂z2) is the delta operator. Not being interested in the time dependence 
of the solution, we use the kinetic energy operator E = − (ħ / i) (∂ / ∂t) to obtain the time-
independent Schrödinger equation 

 0)(
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2
=ψ−+ψΔ− EeV

m
h  (15.23) 

where ψ = ψ(x,  y, z) is the time-independent wave function. The Coulomb potential is a 
spherically symmetric potential and can be expressed solely as a function of the radius r, i. e. 
V = V(r) (see Eq. (15.1)). It is useful to convert the Δ-operator into spherical coordinates (r, θ, φ), 
i. e. 
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where r, θ and φ are the radius, the polar angle, and azimuthal angle, respectively. The 
Schrödinger equation is a separable linear differential equation and can be solved by employing 
the product method. The wave functions can then be written as 

 )()()(),,( φΦθΘ=φθψ rRr  . (15.25) 

Since ψ ψ* is the quantum mechanical probability density of the particle, the wave function ψ 
must satisfy the condition 

 ∫ ∫ ∫ ∫ ∫ ∫
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The solution of the Schrödinger equation in spherical coordinates for the Coulomb potential is a 
set of orthogonal functions which are usually classified by the four quantum numbers n, l, ml, 
and s. The quantum numbers are 
 
 n = the principal quantum number 
 l = the orbital angular momentum number 
 ml = the azimuthal quantum number 
 s = the spin quantum number 
 
The quantum number can assume values of 

 n    =    1, 2, 3 ... (15.27a) 

 12210 −−= n,n...,,l  (15.27b) 

 l,l...l,lml +−+−−= 11  (15.27c) 

 2
1

2
1 , +−=s  . (15.27d) 

Two electrons with different spin can occupy an orbit defined by the three quantum numbers n, l, 
and ml (Pauli principle). 
 The wave functions corresponding to the three quantum numbers n, l, and ml are designated 
as ψ nlml . Correspondingly, the radial parts of the wave functions are denoted as Rnlml

 (see 
Eq. 15.25). The wave functions for some of the lowest states of the hydrogen atom 
(Sherwin, 1959) are given by 

 B/
2/3

B
100 e11 ar

a
−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

π
=ψ  (15.28a) 



Chapter 15 - Impurities in semiconductors 

© E. F. Schubert Chapter 15 – page 9

 B2/

B

2/3

B
200 e21

24
1 ar

a
r

a
−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

π
=ψ  (15.28b) 

 B2/

B

2/3

B
210 e)cos(1

24
1 ar

a
r

a
−θ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

π
=ψ  (15.28c) 

 B2/

B

i2/3

B
211 e)sin(

2
e1

24
1 ar

a
r

a
−

φ
θ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

π
=ψ  (15.28d) 

 B2/

B

i2/3

B
121 e)sin(

2
e1

24
1 ar

a
r

a
−

φ−

− θ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

π
=ψ  . (15.28e) 

 
Further solutions of the hydrogen atom state can be found in the literature (Bohm, 1951). The 
radial parts Rnl0 (ml = 0) for some of the lowest hydrogen atom states are shown in Fig. 15.5. 
States of ‘s-type’ (i. e. l = 0) symmetry have a maximum of the wave function at r = 0. States of 
‘p-type’ (i. e. l = 1) symmetry have a node at r = 0. 

 

The probability of finding an electron at radius r can be obtained by integration over all 
angles θ and φ 
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 rrrrp dddsind)( 2*
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ππ

 . (15.29) 

For wave functions of s-type symmetry, ψ does not depend on θ and φ. Eq. (15.29) then yields 

 2* 4)( rrp πψψ=  . (15.30) 

Using ψ = ψ100 according to Eq. (15.28) one obtains 

 B/2
3
B

2
e4)( ar

a
rrp −=  . (15.31) 

The probability p(r) has a maximum at r = aB. Thus, the classical Bohr radius is the radius of 
maximum probability in the quantum mechanical picture. 
 
 

15.2 Hydrogenic donors 
The hydrogen atom model can be applied to shallow donors in III–V semiconductors. Properties 
predicted by the hydrogen atom model agree amazingly well with experimentally determined 
properties of shallow donors. Such donors are called effective-mass-like donors, hydrogen-like 
donors, or briefly hydrogenic donors. Ionization energy, wave functions, and effective Bohr 
radius are well predicted for such donors. The similarity of the hydrogen atom and donor 
impurities originates in the 1 / r coulombic potential of both entities. 
 Two modifications are required in order to apply Bohr’s hydrogen atom model to shallow 
donors. These corrections are related to the effective mass of carriers and of the dielectric 
constant of the semiconductor (Bethe, 1942). First, the effective mass of electrons in 
semiconductors, me*, differs from the electron mass quite significantly. The dispersion relation 
of a semiconductor with a spherically symmetric band structure is given by 

 *
e
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kE h

=  . (15.32) 

Thus, the dispersion relation E(k) allows one to determine the effective mass according to 
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The dispersion relation of Eq. (15.32) differs from the dispersion relation of a free electron just 
by the magnitude of the electron mass. In order to apply the hydrogen atom model, the electron 
mass must be replaced by the effective electron mass. The second correction arises from the 
dielectric properties of semiconductors. The Coulomb potential of a positive point-charge in a 
semiconductor located at r = 0 is given by 

 
r

erV
επ

=
4

)(  (15.34) 

which differs from Eq. (15.1a) by the static dielectric constant εr = ε / ε0. How does the potential 
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change in the presence of an electron orbiting the impurity charge? The polarization of the 
valence electrons is then more complicated and cannot be taken into account by the substitution 
of ε for ε0. To answer the question we first make the simplifying assumption that the electronic 
charge can be described by a diffuse electron cloud with a spatial extent much larger than the 
lattice constant. In the limit of an infinitely large electron cloud, the potential of the positive 
impurity is correctly described by Eq. (15.34). The situation changes, however, if the electron 
were to orbit the impurity atom with a radius comparable to the lattice constant. In this case the 
polarization of the lattice depends on the donor as well as on the electron charge. The true 
potential is then not given by the dielectrically screened potential of Eq. (15.34). For such a 
small electron orbit, the polarization of lattice atoms is overestimated by Eq. (15.34). A smaller 
dielectric constant εr

* < εr can be used to account for the reduction in polarization. It should 
therefore be noted that Eq. (15.34) assumes a Coulomb potential screened by the dielectric 
properties of the semiconductor (i. e. by polarization of tightly bound valence electrons and 
nuclei of the lattice) and that the equation can only be used if the electron can be described by a 
diffuse electron cloud with a large spatial extent. The true potential V(r) which arises from the 
positive donor ion, the electron bound to the donor ion, and the polarization of the surrounding 
semiconductor is rather complicated and cannot be expressed in terms of a simple 1 / r potential 
(Kohn, 1957a, 1957b). Employing the approximate 1 / r potential, the Schrödinger equation is 
given by 

 ψ=ψ
επ

+ψΔ− E
r

e
m 42 *

e

2h  (15.35) 

which is called the effective-mass equation for a hydrogenic impurity. 
 Using the effective-mass and the dielectric constant corrections, the following properties of 
hydrogenic impurities can be derived. The effective Bohr radius is obtained from Eq. (15.7) and 
is given by 
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The radius of the donor ground state (n = 1) is then given by 
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The effective Bohr radius is also called the donor Bohr radius. As an example, we consider a 
hydrogenic donor in GaAs with εr = 13.1 and me* = 0.067 m0. Insertion of these values into 
Eq. (15.37) yields aB* = 103 Å which is the effective Bohr radius of donors in GaAs. 
 The effective Rydberg energy is obtained by applying the effective-mass and the dielectric 
constant corrections to Eq. (15.12). 
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The donor ionization energy is required for a transition from n = 1 to n → ∞ and is given by 
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The donor ionization energy is occasionally also referred to as donor Rydberg energy. As an 
example, we consider a hydrogenic donor in GaAs and obtain Ed = 5.3 meV which is in 
agreement with experimental results. 
 Finally, the wave functions of hydrogenic donors can be obtained from Eq. (15.28) by 
substituting the effective Bohr radius for the Bohr radius. The ground-state envelope wave 
function is then obtained as 
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It should be noted that Eq. (15.40) describes the donor envelope function rather than the donor 
wave function. The actual donor ground-state wave function is given by (Kohn, 1957a) 

 )()()( 100100, rr kd urψ=ψ  (15.41) 

where uk(r) is the lattice-periodic factor of the well-known Bloch function of conduction band 
electrons. The function uk(r) has translational symmetry with respect to the semiconductor lattice 
constant. The ground-state wave function according to Eq. (15.41) is schematically shown in 
Fig. 15.6. The dashed curve represents the impurity envelope function of Eq. (15.40). 

 

 It should be noted that the use of Bohr’s hydrogen atom model for shallow impurities is not 
self-sufficient. The ab initio assumption of a ‘large’ electron cloud and the substitution of 
effective electron mass and dielectric constant cannot be justified solely on the basis of the 
hydrogenic model. Even though the hydrogenic model yields a relatively large electron orbit, 
this result does not justify the initial assumptions. However, more rigorous calculations (Kohn 
1957a, 1957b; Madelung, 1978; Altarelli and Bassani, 1982) indeed demonstrate that the 
electron distribution has a spatial extent much larger than the lattice constant. The substitution of 
the electron mass, m0, by the effective mass, me*, is therefore justified since the electron orbit 
around the donor extends over many lattice constants. The effective mass of electrons in 
semiconductors is a direct consequence of the periodic potential of the lattice. Thus, electrons 
bound to donors are subject to the periodic potential, since the effective Bohr radius is much 
larger than the lattice constant, aB* >> aB. If, in contrast, electrons were tightly bound (aB* ≈ aB) 
the effective-mass correction could not be applied. Similar arguments apply to the substitution of 
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the permittivity of the semiconductor, ε, for the permittivity of vacuum, ε0. The lattice atoms are 
polarized by the Coulomb field which results in its reduction as compared to the field without 
polarization. The effect of the polarization is taken into account via the dielectric constant. Since 
the effective Bohr radius extends over many lattice constants, the use of the dielectrically 
screened Coulomb potential is justified. Despite the simplicity of the hydrogen atom model for 
shallow donors, the model yields quite accurate results. 
 The degeneracy of the donor ground state is a quantity required for the occupancy 
probability of the donor state (see Chap. 3). The ground state has the quantum numbers n = 0, 
l = 0, ml = 0 and s = ± 1/2. Thus, since the donor ground state can be occupied by an electron 
with spin + 1/2 or – 1/2, the ground state degeneracy is g = 2. 
 
 
Exercise 1: Dopant ionization energies. In GaAs, the dielectric constant is εr = 13.1 and the 
effective electron mass is me* = 0.067 m0. In Si, the dielectric constant is εr = 11.9 and the 
effective electron mass is me* = 0.98 m0. The experimental values for donor ionization energies 
for Si donors in GaAs and As donors in Si are 6 meV and 54 meV, respectively. Calculate the 
donor ionization energies and effective Bohr radii for donors in the two materials material by 
using the hydrogen model. Are hydrogenic theory and experimental values for the ionization 
energy in reasonable agreement?  

Compare the donor ionization energies in GaAs and Si with the thermal energy kT at room 
temperature and at 77 K. Would you expect donors in the two materials to be ionized at 77 K? 
Would you expect donors in the two materials to be ionized at 300 K?  

The hydrogen atom model can be also applied to acceptors, by using the effective hole mass 
rather then the effective electron mass. In GaAs, the dielectric constant is εr = 13.1 and the 
effective heavy-hole mass is mhh* = 0.45 m0. In GaN, the dielectric constant is εr = 9.0 and the 
effective heavy-hole mass is mhh* = 0.8 m0. The experimental values for acceptor ionization 
energies for Be acceptors in GaAs and Mg acceptors in GaN are 26 meV and 200 meV, 
respectively. Calculate the ionization energies and the effective Bohr radii for acceptors in the 
two materials by using the hydrogen model. Are hydrogenic theory and experimental values for 
the ionization energy in reasonable agreement? 

Compare the ionization energies for acceptors in GaAs and acceptors in GaN with the 
thermal energy kT at room temperature. Are hydrogenic acceptors in GaAs mostly ionized or 
neutral at room temperature? Are hydrogenic acceptors in GaN mostly ionized or neutral at 
room temperature? 

What are “shallow” dopants and why is it important that dopants are shallow? 
 
Solution: 
 
Given: GaAs: εr = 13.1;  me* = 0.067 m0;  Ed = 6 meV  (Si donor) 
 Si: εr = 11.9;  me* = 0.98 m0;  Ed = 54 meV  (As donor) 
      
Using Eq. (15.39), Ed = [(me* / m0) / εr

2] 13.6 eV and Eq. (15.37), αB* = [εr
 / (me*/m0)] 0.53 Å, 

we obtain:      

For Si in GaAs:   
 Donor ionization energy Ed = 5.3 meV Effective Bohr radius aB* = 103.6 Å  
For As in Si:   
 Donor ionization energy Ed = 94 meV Effective Bohr radius aB* = 6.4 Å  
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This result shows that for Si in GaAs, the hydrogen model is a good approximation. However 
the model does not work well for As donors in Si.  

The larger mass in Si causes effective Bohr radius to be smaller, which means that the 
electron is closer to the donor atom core, so that aB* is not much larger than lattice constant. 
Thus hydrogen model does not work well.  
Let us compare the donor ionization energy in GaAs and Si with the thermal energy kT at 
77 K and 300 K.  

At T = 77 K, the thermal energy is given by kT = 6.63 meV 
At T = 300 K, the thermal energy is given by kT = 25.9 meV   

Comparing the thermal energy with the ionization energies in GaAs and Si, it can be 
concluded that Si in GaAs will be ionized at 77 K, but that As in Si will not be ionized. At 
300 K, Si donors in GaAs will be fully ionized, whereas As donors in Si may not be fully 
ionized. (This conclusion is solely based on Ed > kT. However, due to the high density of 
states in the Si conduction band, it turns out that most of As donors are in fact ionized.) 
 
Given: GaAs εr = 13.1;  mhh* = 0.45 m0;  Ea = 26 meV (Be acceptor) 
 GaN εr = 9.0;  mhh* = 0.8 m0;  Ea = 200 meV (Mg acceptor) 

For acceptor in GaAs  
Ea = [(mhh*/m0) / εr

2] 13.6 eV = 35.6 meV  aB* = [εr / (mhh* / m0)] 0.53 Å = 15.4 Å 

For acceptor in GaN 
Ea = [(mhh*/m0) / εr

2] 13.6 eV = 134 meV aB* = [εr / (mhh* / m0)] 0.53 Å = 5.96 Å 

We see that the theoretical results are close to the experimental values.  

At T = 300 K, kT = 25.9 meV. Thus at 300 K, acceptors in GaAs will be definitely ionized, 
but acceptors in GaN will not.  

 “Shallow” dopants are dopants that have a low ionization energy (on the order of kT at 300 K 
or lower), so that at room temperature all dopants are ionized. This is important, because full 
dopant activation at room temperature is desired.  

 

15.3 Hydrogenic acceptors 
The application of the hydrogenic model to acceptors in III–V semiconductors is complicated by 
their degenerate valence band structure. For hydrogenic donors, the effective electron mass was 
substituted for the electron mass. The substitution was possible, since the conduction band was 
assumed to be parabolic, isotropic, and non-degenerate (as for most III–V semiconductors). Such 
a simple substitution is not possible for acceptors, since the valence band structure of III–V 
semiconductors is much more complicated than the conduction band structure. The electronic 
band structure of several III–V semiconductors with zincblende structure was calculated by 
Chelikowsky and Cohen (1976). The band structure near the center of the Brillouin zone is 
schematically shown in Fig. 15.7. The highest point of the valence band is located at k = 0. 
Without spin-orbit coupling this point would be sixfold degenerate with three dispersion 
relations and twofold spin degeneracy (Kohn, 1957a). The simplest way to understand this 
degeneracy is to consider the tight binding limit, in which the wave functions corresponding to 
the highest point go over into atomic 3p functions. The spin-orbit coupling lifts the degeneracy 
partially and leads to the situation shown in Fig. 15.7. The top of the valence band remains 
fourfold degenerate at k = 0. The corresponding dispersion relations are called the heavy hole 
(hh) and light hole (lh) dispersion relations. The top of the twofold (spin) degenerate split-off 
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(so) band is at k = 0 at an energy Eso below the valence band maximum where Eso is the spin-
orbit coupling energy. The top of the valence band corresponds to atomic j = 3/2 states (Kohn, 
1957a), where j is the total angular momentum (orbit + spin), i. e. j = l + s = 1 + 1/2 = 3/2. The 
inner quantum number j is formally not necessary since it can be expressed by l and s. The 
introduction of j by Sommerfeld (1920) has historic reasons (Finkelnburg, 1958). The top of the 
valence band has Γ8 symmetry. The split-off band corresponds to atomic j = l – s = 1 – 1/2 = 1/2 
states which have Γ7 symmetry. 
 

 

  
For strong spin-orbit coupling, the split-off band is far removed from the top of the valence 

band, i. e. ΔEso >> Ea where Ea is the acceptor binding energy. In this case, both the heavy hole 
and light hole band must be taken into account and the Hamiltonian is, therefore, a 4 × 4 matrix 
(Kohn, 1957a). In the limit of weak spin-orbit coupling, i. e. ΔEso ≈ Ea, all three valence bands 
must be taken into account and the Hamiltonian is a 6 × 6 matrix. 
 Kohn (1957a) used a 6 × 6 Hamiltonian matrix to calculate acceptor energies in cubic 
semiconductors. The author used variational envelope wave functions for acceptors of the form 

 i/
ii e)( rrAr −=ψ  (15.42) 

where ri is a variational parameter. Subsequently, Baldareschi and Lipari (1973) developed a 
now widely accepted model for shallow acceptor states in cubic semiconductors with degenerate 
valence bands. In their approach, the Hamiltonian is written as the sum of a spherical term and a 
cubic correction, thus pointing out the relevance of the spherical symmetry in the acceptor 
problem and the strong similarity to the case of atoms with spin-orbit interaction. Neglecting the 
cubic term, Hamiltonians with radial symmetry were obtained. Variational wave functions were 
used to calculate acceptor ionization energies. 
 In the limit of strong spin-orbit interaction, that is for spin-orbit splittings (ΔEso) much larger 
than the acceptor energy (Ea), Baldareschi and Lipari (1973) calculated the effective Bohr radius. 
For an effective hole mass mh*, they obtained the effective Bohr radius 
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the effective Rydberg energy 
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and the acceptor ionization energy 
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The parameters γ1, γ2, and γ3 are the so-called Luttinger parameters which describe the hole 
dispersion relation near the center of the Brillouin zone (Luttinger, 1956). The function f (μ) 
relates the acceptor energy with the effective Rydberg energy (see Eq. (15.45)). The function 
f (μ) is shown in Fig. 15.8. For the Luttinger parameters of III–V semiconductors, μ assumes 
values of μ ≈ 0.6 – 0.9 and the function f (μ) assumes values of f (μ) ≈ 1.5 – 4 for the ground 
state energy of acceptors. Baldareschi and Lipari (1973) obtained the numerical values of f (μ) 
using a variational approach and using spherical trial functions (Kohn, 1957a) for the acceptor 
wave functions (see Eq. 15.42). The Luttinger parameters, the variable μ, the effective Rydberg 
energy, and the ground state (1s3/2) and excited state energies of hydrogenic acceptors in several 
III–V semiconductors were given by Luttinger (1956) and by Baldareschi and Lipari (1973). The 
calculated and experimental acceptor energies agree reasonably well. 
 In subsequent work, Baldareschi and Lipari (1974) investigated the contribution of cubic 
symmetry terms of the Hamiltonian to the spherical model for acceptor states. The effects of the 
cubic symmetry were studied using perturbation theory which allowed the authors to reproduce 
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all the details of acceptor spectra. The quantitative changes in acceptor energy caused by the 
cubic term are small, i. e. less than 1 meV for the III–V semiconductors. 
 The degeneracy of the acceptor ground states in III–V semiconductors is g = 4. Typical 
acceptor energies are much smaller than the spin-orbit splitting energy, i. e. Ea << ΔEso. The top 
of the valence band is fourfold degenerate due to heavy and light hole dispersion and due to 
twofold spin degeneracy. Since the acceptor wave functions are composed of valence band wave 
functions near the top of the band (Kohn, 1957a), the acceptor degeneracy is g = 4 as well. 
 
 

15.4 Central cell corrections 
The ionization energy of hydrogenic donors and acceptors as calculated from effective-mass 
theory does not depend on the chemical nature of the impurity atom. On the other hand, 
experimental values of the ionization energy do depend on the chemical nature especially for 
acceptors in III–V semiconductors. The difference in ionization energy between chemically 
different impurities is attributed to central cell potentials. The central cell potential is assumed 
to be due to the chemical characteristics (e. g. electronegativity) of the impurity atom and thus 
the potential leads to a correction of the hydrogenic ionization energy. This correction is 
frequently referred to as chemical shift (Pantelides, 1975). 
 The total impurity potential is the sum of the Coulomb potential and the central cell potential 
Vcc and can be written as 

 )(
4

)( cc rV
r

erV +
επ

=  . (15.47) 

The central cell potential is a short range potential and has a spatial extent of no more than the 
unit cell (central cell) of the host semiconductor. Donor wave functions are usually quite 
delocalized in III–V semiconductors. Therefore, the central cell corrections play a minor role for 
donors and their ionization energy is well described by the hydrogen model. In contrast, the 
acceptor Bohr radius is usually much smaller resulting in a significant central cell correction. 
This difference between donor and acceptor states is indeed observed experimentally, for 
example in GaAs. Several model potentials have been used for the central potential including a 
constant potential extending over the unit cell (Abarenkov and Heine, 1965), and δ-function-like 
potentials. Various models for central cell potentials were reviewed by Pantelides (1978), 
Stoneham (1975, 1986), and Altarelli and Bassani (1982). Finally, it is worthwhile to note that 
isoelectronic impurities lack the Coulomb term in Eq. (15.47). For isoelectronic impurities, the 
central cell potential is the only potential that can bind electrons (Thomas and Hopfield, 1966). 
 A simple model explaining the chemical shift of impurity ionization energies was proposed 
by Phillips (1970a, 1970b). The model is based on the local strain around the impurity atom. The 
strain is caused by the mismatch of the valence bonds of the impurity with valence bonds of the 
host lattice. Using this model, the chemical trend in donor ionization energies of Te, S, and Se in 
GaP were qualitatively explained (Phillips, 1970b). Phillips (1973) developed a second model in 
which the chemical shift in ionization energy is based on the difference in electronegativity, ΔX, 
between the impurity atom and the host lattice. The author showed that a large difference in 
electronegativity between impurity and the atom replaced by the impurity results in a large 
chemical shift. The chemical shift was assumed to be proportional to the heat of formation, i. e. 

 2)( XE Δ∝Δ  (15.48) 

where ΔE is the difference between the calculated effective mass impurity energy and the actual 
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impurity energy (i. e. ΔE is the chemical shift). Using Eq. (15.48), differences in chemical shifts 
of impurities occupying cation and anion sites in GaP were explained. 
 Note that chemical shifts are expected to be larger for impurity states with s-type symmetry 
as compared to states with p-type symmetry. The central cell potential is spatially restricted to 
the atomic vicinity of the impurity atom. In this region the amplitude of s-type wave functions is 
large while p-type wave functions have a node. Thus, perturbation theory predicts greater 
corrections for s-type symmetry states as compared to p-symmetry states. 
 

 
15.5 Impurities associated with subsidiary minima 

The conduction band structure of III–V semiconductors consists of three local minima, which 
occur at the L, Γ, and X-point of the Brillouin zone. The Γ minimum is located at the center of 
the Brillouin zone at k = 0, while the L and X minima occur at finite wave vectors. Donors, 
which by their very nature are associated with the conduction band, can form donor levels with 
all local minima of the conduction band. Impurity states associated with subsidiary minima of 
the conduction band were first analyzed by Bassani et al. (1969). The theoretical study revealed 
that the impurity states are generally formed from Bloch functions of many Brillouin zones and 
their respective contributions depend on the particular band structure and on the strength and 
nature of the impurity potential. The existence of several conduction band minima with large 
effective masses can increase the number of bound states as compared to the single valley 
hydrogenic model. It was further shown that resonant states in the continuum of one local 
minimum can be produced by impurity states associated with another minimum. This situation is 
shown in Fig. 15.9 which depicts two donor levels associated with two conduction band minima 
and a resonant state in the continuum of the energetically lower minimum (Altarelli and Bassani, 
1982). 

 

 Donor levels associated with subsidiary conduction band minima were experimentally 
observed in III–V semiconductors. Adler (1969) used hydrostatic pressure to study the effect of 
donors on the electron transfer in n-type GaAs. Onton et al. (1972) directly observed a 
subsidiary conduction band minimum and its associated donor levels in InP by optical absorption 
measurements. 
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16 
 
 

High doping effects 
 
 

16.1 Screening of impurity potentials 
Variations of the electrostatic potential are reduced in magnitude by the spatial redistribution of 
free carriers. Variations in the band-edge potential can occur due to local doping concentration 
changes or local compositional changes of a semiconductor. An example of a potential 
fluctuation is shown in Fig. 16.1. At some location, an excess positive donor charge causes a dip 
in the band-edge potential. The potential dip attracts electrons and results in a locally higher 
concentration of electrons at the potential dip. The potential generated by the negative charge of 
the excess electrons reduces the original fluctuation and smoothes the potential, i. e. free carriers 
screen the potential fluctuation. This is what screening of potential fluctuations by free carriers is 
all about. As an example of a potential fluctuation, consider the Coulomb potential of an 
impurity. As we recall, the impurity potential has a 1/r dependence. In the presence of free 
carriers the Coulomb potential is screened. The resulting potential is called the screened 
Coulomb potential which does not have the 1/r dependence of the unscreened Coulomb 
potential. 

The potential variation is modeled in terms of the spatially non-uniform electrostatic 
potential V(r), where r = (x, y, z) is the spatial coordinate. To find the energy levels in the 
perturbed potential V(r), Schrödinger’s and Poisson’s equation must be solved simultaneously in 
order to find the free carrier distribution and the (screened) potential. 

This procedure to calculate the screened potential is quite elaborate and it is usually possible 
to circumvent it, if the potential V(r) is relatively smooth, i. e. it changes only little over the 
length of the electron wavelength. The electrons then ‘see’ only the potential at their own 
location. The total energy of the electron then follows the classical sum of potential and kinetic 
energy, i. e. 
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In other words, we assume that the spatial dimensions of the potential perturbation are so large 
that size quantization of the carrier system does not need to be considered. 
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The electron concentration in the potential perturbation shown in Fig. 16.1 is next calculated 
using classical quantization, i. e. using the semi-classical density of states. The conduction band 
edge sufficiently far away from the perturbation has a potential V0 and an electron concentration 
of n0. The electron concentration at the potential perturbation is given by 
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∞
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where fFD(E) and ρDOS(E) are the Fermi–Dirac distribution and the density of states, respectively. 
In the following, we differentiate between a degenerate and a non-degenerate electron gas. The 
results obtained for the two cases are, as will be seen, quite different. For a non-degenerate 
electron gas, Boltzmann statistics is employed and the local electron concentration is obtained as 
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where EF is the Fermi level. For a degenerate electron gas, Fermi–Dirac statistics must be 
employed and the electron concentration in the limit of extreme degeneracy [EF – eV(r) >> kT] is 
given by 
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If the potential perturbation is a ‘dip’ in the conduction band then EF – eV(r) > EF – eV0 and 
electrons accumulate in the dip. If the perturbation is a ‘bump’ in the conduction band then EF –
 eV(r) < EF – eV0 and electrons deplete at the location of the perturbation. In the case of a ‘dip’, 
the potential generated by the excess electrons reduces the magnitude of the dip, i. e. smoothes 
the potential. The resulting potential is obtained from Poisson’s equation, which relates the 
charge density and the potential V(r) according to 
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ε
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where e ξ(r) is the concentration of fixed (positive) charge, ∇ = (∂ / ∂x, ∂ / ∂y, ∂ / ∂z) is the 
Nabla operator, and ∇2 = ( ∂2

 / ∂x2 + ∂2 / ∂y2 + ∂2 / ∂z2 ). The concentration ξ(r) is homogeneous 
except at the location of interest. The average concentration of electrons is n0, while n(r) is the 
deficiency or excess of charge which depends on r. Equation (16.5) is called a quasi-classical 
equation of the Thomas–Fermi type. Since n(r) depends in a non-linear manner on V(r), the 
differential equation is non-linear. It is the basic equation of non-linear screening theory. 
Unfortunately, the equation has no general solution. However, in the limit of small variations 
n(r), it is possible to linearize the differential equation. Suppose the potential fluctuations of V(r) 
are small as compared to EF – eV(r). Then Eqs. (16.3) and (16.4) can be linearized, i. e. 
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which greatly simplifies screening theory. The linearization of n(r), i. e. our restriction to small 
potential fluctuations is the basis of linear screening theory. The linearization of Eq. (16.6) 
allows one to write the Poisson equation (Eq. 16.5) as 
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is called the screening radius. The screening radius is usually referred to as the Debye screening 
radius and the Thomas–Fermi screening radius for non-degenerate and degenerate electron 
systems, respectively. Using Eq. (16.7b) and non-degenerate statistics (Boltzmann) and 
degenerate statistics (Fermi–Dirac) for an isotropic and parabolic conduction band, the screening 
radii are, respectively, obtained as: 
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Note the different functional dependences of the Debye and the Thomas–Fermi screening radius 
on temperature and free carrier concentration. While rD depends on temperature, rTF is 
temperature-independent. Furthermore, the Thomas–Fermi screening radius depends very 
weakly on the electron concentration, i. e. n–1/6. Now the analytic solution of the screened 
potential can be obtained by integration of Eq. (16.7a) and the solution is given by 
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with s/e])4/([)( rrrerK −επ= . 
We now calculate the screened potential of a single ionized impurity. The charge distribution 

of such a single impurity located at the origin of the coordinate system is ξ(r) = δ(r). Insertion 
into Eq. (16.10) yields the screened Coulomb potential 
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where the screening radius, rs, can be either the Debye or the Thomas–Fermi radius depending 
on the degeneracy of the screening electron gas. The screened Coulomb potential (Debye and 
Hückel, 1923) is also called the Yukawa potential in analogy to a potential in meson theory. The 
screened Coulomb potential is modified as compared to the unscreened Coulomb potential by the 
factor exp (– r / rs). Note that for r → 0 the screened and the unscreened Coulomb potential 
become identical. For r → ∞ the screened and unscreened Coulomb potential are strongly 
diverging due to the exp (– r / rs) factor. The screened and the unscreened Coulomb potential are 
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illustrated in Fig. 16.2 for an impurity located at r = 0. The unscreened potential is a long range 
potential while the screened one has a shorter spatial range. 

 

There are several major results which are inferred from linear screening theory which are 
summarized in the following. First, the screening of potential perturbations leads to an 
exponential decay of the perturbing potential with distance, i. e. exp (–r / rs), where rs is the 
screening radius. Second, in the case of several potential perturbations, each perturbation is 
screened separately. According to Eq. (16.10), a potential fluctuation can be expressed as a 
superposition of (unscreened) Coulomb potentials. The screened potential is then given by the 
superposition of the screened Coulomb potentials. The applicability of the superposition 
principle is a consequence of the linearity of the screening theory. Third, the screening radius rs 
does not depend on the magnitude of the potential perturbation to be screened. Instead the 
screening radius depends on the properties of the screening electron (hole) gas only. The 
independence of the screening radius on the magnitude of the potential fluctuation is again due 
to the linearization of screening theory. 

The linear screening theory becomes invalid for very large potential fluctuations. The 
linearization of screening theory given in Eq. (16.6) is based on the assumption of small 
fluctuations. As an example of a large potential perturbation, consider a metal–semiconductor 
junction (Schottky barrier). Such junctions can induce perturbations of e. g. 1 eV (Schottky 
barrier height). For such large potential perturbations non-linear screening theory must be 
employed to obtain realistic results. Linear screening theory cannot be applied to Schottky 
barriers. The dependence of the depletion region thickness (i. e. screening length) on the 
magnitude of the Schottky barrier height of a metal–semiconductor interface is a result of non-
linear screening theory. 

The nature of screening changes drastically, if the screening carriers are confined to a two-
dimensional plane. This situation is referred to as two-dimensional screening. Ando et al. (1982) 
considered a Coulomb charge located at the cylindrical coordinates r = 0 and z = z0 which is 
screened by electrons confined to the plane z = 0. The screened Coulomb potential in the 
electron plane (z = 0) is given by 
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where J0 is the Bessel function of zero order. The constant A(q) is 
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where rs
2D is the two-dimensional screening radius 
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Note that the two-dimensional screening radius depends neither on temperature, nor on the sheet 
charge density. This characteristic is a result of the two-dimensional density of states which is 
constant and does not depend on energy. For large values of r, where r / rs

2D >> 0 the asymptotic 
form of the potential seen by the electrons is (Stern, 1967) 
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This inverse-cube dependence of the potential on distance is much weaker than the exponential 
decay found in the three-dimensional case, and is one of the principal qualitative differences 
between two-dimensional and three-dimensional screening (Ando et al., 1982). 
 
 

16.2 The Mott transition  
At high doping concentrations, many characteristics of semiconductors change. The changes are 
due to either the high concentration of impurities or due to the high free carrier concentration 
accompanying the high doping concentrations. Among the characteristics changed at high 
doping concentrations are the impurity ionization energy, the fundamental absorption edge, the 
density of states in the vicinity of the band edges, and the energy of the fundamental gap. Effects 
causing these changes are the Mott transition, the Burstein–Moss shift, band tailing effects, and 
bandgap renormalization. 

 

The Mott transition refers to an insulator-to-metal transition occurring in semiconductors at 
high doping concentrations. Consider an n-type semiconductor with low doping concentration. 
At low temperatures (T → 0), shallow impurities are neutral, i. e. electrons occupy the ground 
state of the donor impurities. All continuum states in the conduction band are unoccupied. In this 
case, the semiconductor has the properties of an insulator. As the doping concentration 
increases, the Coulomb potentials of impurities overlap as schematically shown in Fig. 16.3. As 
a result of the overlapping impurity potentials, electrons can transfer more easily from one donor 
to another donor. Electrons transfer from one donor state to a state of an adjacent donor by either 
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tunneling or by thermal emission over the barrier. The probability of both processes increases 
with decreasing donor separation. In other words, the activation energy for electron transport is 
reduced. In the extreme case, the activation energy approaches zero, i. e. the conductivity 
remains finite even for T → 0. The semiconductor then has metal-like properties. 

Screening of impurity potentials is a second contribution to the reduction of the impurity 
ionization energy. Impurity potentials are effectively screened at high free carrier concentrations. 
Screened potentials are less capable of binding electrons. Thus, the effective ionization energy 
decreases due to screening. 

The insulator-to-metal transition occurs at the impurity concentration at which the distance 
between impurities becomes comparable to the Bohr radius. If donors with concentration N were 
to occupy sites of a simple cubic lattice, their separation would be N–1/3. The Mott transition 
would then occur at a concentration 

 1/3
crit

*
B2 −= Na  (16.16a) 

where aB* is the effective Bohr radius and Ncrit is called the critical concentration. However, 
Eq. (16.16a) does not give the correct result, because impurities are distributed randomly in 
semiconductors. Using a poissonian distribution of impurities, one can show that the Bohr orbital 
of an impurity is likely to overlap with the orbitals of one, two, or three neighboring impurities if 
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Rearrangement of the equation yields the Mott criterion 

 24.01/3
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As an example, we calculate the critical concentration of donors in GaAs with an effective Bohr 
radius of aB* = 103 Å. Equation (16.16c) yields a critical density of Ncrit = 1.2 × 1016 cm–3. 

The Mott criterion can be also obtained by a fundamentally different approach, i. e. by 
considering the binding of electrons to screened Coulomb potentials (see, for example, Mott, 
1990). At low concentrations, electrons are bound to the (essentially) unscreened Coulomb 
potentials of the impurities. At higher free carrier concentrations, screening becomes relevant 
and Coulomb potentials must be replaced by screened Coulomb (Yukawa) potentials. The 
binding energy of screened Coulomb potentials is smaller than the binding energy of Coulomb 
potentials. Furthermore, the binding energy decreases with increasing screening. The insulator-
to-metal transition occurs, if the binding energy of electrons bound to screened Coulomb 
potentials becomes zero. 

To solve this problem quantitatively, we use the Coulomb potential V(r) = [ e / (4 π ε r) ] 
exp (− r / rTF), where rTF is the screening radius. Furthermore, we use the variational wave 
function ψ(r) = c exp(– r / α), where c is a normalization constant and α is the variational 
parameter (Flügge, 1971). The binding energy, E, and the spatial extent of the wave function, α, 
can be obtained by the variational method. From the condition E = 0 one obtains the variational 
parameter α = 2 aB* and rTF / aB* = 1. Using Eq. (16.9) for rTF and the equation for the effective 
Bohr radius of hydrogenic impurities, aB*, yields 
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which is similar to Eq. (16.16c). 
There is yet another approach to calculate the Mott density. The calculation is based on the 

reduction of the bandgap energy due to many-body effects. Haug and Schmitt-Rink (1984) 
showed that the energy level of an exciton merges with the conduction band due to the lowering 
of the conduction band edge at high concentrations (see Sect. on bandgap renormalization). The 
authors further showed that the energy of the exciton is remarkably constant with carrier 
concentration due to the charge neutrality of the exciton. The critical concentration, estimated 
from the bandgap reduction due to many-body effects (see Sect. on many-body effects), agrees 
well with the Mott criterion of Eq. (16.17). Even though the result of Haug and Schmitt-Rink 
(1984) was obtained for excitons, it also applies to neutral donors which can be thought of as 
excitons with an infinitely heavy hole mass. 

 

The insulator-to-metal transition does not occur abruptly at the critical concentration. Instead 
the transition is gradually evolving with increasing impurity concentration. Quantitatively, the 
gradual nature of the Mott transition can be expressed in terms of a continuously changing 
impurity activation energy. Experimental donor activation energies have been described by the 
equation (Debye and Conwell, 1954) 

 ( )[ ]3/1
critDd0d /1 NNEE −=  (16.18) 

where Ed0 is the donor activation energy for ND << Ncrit. The reduction in donor ionization 
energy is thus proportional to the distance between the donor atoms. The ionization energy of 
donors in GaAs as a function of the donor concentration is shown in Fig. 16.4 (Stillman et al., 
1982). The effective ionization energy is measured from the impurity level to the quasi-
continuum. The effective ionization energy approaches zero at the critical density which is 
Ncrit ≈ 1016 cm–3 for donors in GaAs. 
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16.3 The Burstein–Moss shift 
The shift of the absorption edge to higher energies occurring at high doping concentrations is 
referred to as the Burstein–Moss effect or shift (Burstein, 1954; Moss, 1961). This shift is also 
called band filling or phase space filling. The up-shift of the absorption edge is related to band 
filling which is schematically shown in Fig. 16.5 for n-type doping. The conduction band 
becomes significantly filled at high doping concentrations due to the finite density of states. Due 
to band filling, absorption transitions cannot occur from the top of the valence band to the 
bottom of the conduction band. As a result, the fundamental edge of absorption transitions shifts 
from EC – EV = Eg for undoped semiconductors, to EF – EV > Eg in heavily doped n-type 
semiconductors. This shift was first observed in n-type InSb (Moss, 1961) and has since been 
used to make semiconductors transparent in the near-band-edge region (Verie, 1967; Dapkus 
et al., 1969, Deppe et al., 1990). It should be pointed out that the Burstein–Moss shift competes 
with the formation of impurity bands (see Sect. on impurity bands) and band tails (see Sect. on 
band tails). As will be seen, the Burstein–Moss shift dominates in semiconductors with light 
effective carrier mass. 

 

Quantitatively, the Burstein–Moss shift can be calculated from the filling of the conduction 
or valence band in n-type and p-type semiconductors, respectively. Assuming a degenerately 
doped n-type semiconductor, the band filling for a single-valley, isotropic, and parabolic band is 
in the limit of extreme degeneracy given by 

 3/22
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where n is the free carrier density and me
* is the effective carrier mass. The absorption edge 

occurs then at the energy 

 )( CFg EEEE −+=  . (16.20) 

Note that the Burstein–Moss shift is inversely proportional to the effective mass. This explains 
the fact that the Burstein–Moss effect is more prominent in semiconductors with light carrier 
masses. For example, the shift clearly manifests itself in n-type GaAs (me

* = 0.067 m0) but not in 
p-type GaAs (mhh

* = 0.45 m0) as illustrated in Figs. 16.6 and 16.7. 
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For the sake of completeness, we consider the Burstein–Moss effect in two-dimensional 
systems. In such systems, free carriers are confined to a thin sheet. The confinement can be 
achieved in terms of quantum well structures or at the heterojunctions of two semiconductors. 
The band filling of a semiconductor with a single, parabolic subband is, in the high doping limit, 
given by 

 D2
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where E0 is the bottom of the subband and n2D is the two-dimensional carrier concentration per 
cm2. The energy given by Eq. (16.21) represents the shift with respect to the absorption edge in 
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an undoped two-dimensional semiconductor. 
The Burstein–Moss shift is illustrated in Fig. 16.6 for n-type GaAs (Casey et al., 1975). The 

graph shows the absorption coefficient as a function of photon energy for n-type doping 
concentrations up to 6.7 × 1018 cm–3. As the carrier concentration exceeds 6 × 1017 cm–3, the 
Burstein–Moss shift due to the filling of the conduction band begins to have a significant effect. 
This shift of the absorption coefficient to higher energies is readily shown in Fig. 16.6 for 
samples with 5.9 × 1017 < n < 6.7 × 1018 cm–3. These curves tend to converge at 1.6 eV to within 
± 10 % of the α of the high-purity sample. For the highly doped sample, absorption of 
α = 20 cm–1 occurs for E < 1.38 eV, which is probably related to band tails (see Sect. on band 
tails). Note that the absorption spectra of n-type GaAs are in stark contrast to absorption in p-
type GaAs (Casey et al., 1975). The difference is due to the much heavier mass of holes as 
compared to electrons, which makes the Burstein–Moss shift less important in p-type GaAs. 

Transmission spectra of a Ga0.47In0.53As lattice matched to InP are shown in Fig. 16.7 for 
various doping concentrations (Deppe et al., 1990). For a p-type Zn doping level of 
NZn ≈ 4 × 1018 cm–3, no appreciable shift of the absorption edge is observed as compared to 
undoped bulk Ga0.47In0.53As (λGaInAs, 300 K ≈ 1.65 µm). However, a significant shift is observed for 
n-type Ga0.47In0.53As at a doping level of 4 × 1018 cm–3 and an even larger shift at a doping level 
of 7 × 1018 cm–3. At the highest n-type doping level, the semiconductor is virtually transparent at 
a wavelength of 1.55 μm. The highly n-type doped Ga0.47In0.53As was used for quarter-wave 
reflectors operating at 1.55 μm, which require optical transparency at that wavelength (Deppe 
et al., 1990). 
 

16.4 Impurity bands 
At impurity concentrations well below the critical Mott concentration, impurities can be 
considered as isolated, non-interacting entities. As the concentration increases but is still well 
below the Mott concentration, impurities begin to interact. Carrier transport at low temperatures 
occurs via thermally assisted tunneling between impurity states. This transport process is called 
hopping conduction. At still higher impurity concentrations but below the critical Mott 
concentration, overlapping impurity states form an impurity band. At low temperatures, carriers 
can propagate within the impurity band without entering the conduction band. This transport 
process is known as impurity band conduction. This section summarizes the elementary 
characteristics of impurity-assisted conduction mechanisms for concentrations below the Mott 
concentration. Extensive reviews of the topic were given by Mott (1987, 1990) and Shklovskii 
and Efros (1984). 

Consider a semiconductor with a donor density well below the critical Mott transition 
density. Upon cooling the semiconductor to low temperature, the conductivity is expected to 
decrease as free electrons freeze out onto localized donor states. For kT << Ed the conductivity of 
an n-type semiconductor is expected to become vanishingly small. Experimentally, zero 
conductivity is not observed in semiconductors containing a net concentration of shallow 
impurities. Instead, the temperature dependence of the conductivity is less drastic than expected 
from free carrier freeze-out. The conductivity in this regime is not given by electrons excited to 
the conduction band but rather by electrons hopping from neutral donors to ionized donors. The 
conductivity is referred to as hopping conductivity and can be described by the general hopping 
conductivity formula 
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where α and β are constants, Ehop is the thermal activation energy for the hopping process and γ 
determines the functional dependence of the exponential factor. For simplicity, the factor γ is 
frequently assumed to be unity. Austin and Mott (1969) showed for gaussian localization, in 
which transport occurs via tunneling to remote but energetically similar donors, that the value of 
γ = 1/4. Efros and Shklovskii (1975) showed that γ = 1/2, if Coulomb interaction between 
adjacent donors determines the hopping transport between adjacent donors. In this case the 
thermal activation energy for the hopping process is given by 
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where the factor α has a numerical value of about 0.60. The qualitative physical explanation of 
the hopping conduction process is as follows. Consider a lightly compensated n-type 
semiconductor at low temperatures. Most of the donors are neutral, some donors ionized due to 
the slight compensation. When the donor impurities are closely spaced, their energy levels split. 
Electrons can tunnel from a donor state to an empty state of an adjacent donor. A so-called 
Coulomb gap develops between filled donor states and empty donor states. The Coulomb gap is 
caused by the long-range Coulomb interaction of localized electrons (Pollak and Knotek, 1974; 
Efros and Shklovskii, 1975), and occurs at the Fermi level. The tunneling from filled donor 
states to adjacent empty donor states therefore requires a small thermal activation energy given 
by Eq. (16.23). The activation energy can be interpreted as the energy from the Fermi level to the 
energy of the maximum of the density of empty state distribution (Böer, 1990). Typically the 
activation energy is much smaller than the donor ionization energy. 

The regime of hopping conduction is schematically illustrated in Fig. 16.8 which shows the 
dispersion relations and donor impurity states at different doping densities. At low doping 
density, states of adjacent impurities do not interact (N << Ncrit) and impurity ground states are 
discrete and energetically well-defined levels. As the doping concentration increases, states of 
adjacent impurities interact, split, and finally form an impurity band (N ≤ Ncrit). At even higher 
doping concentrations, the impurity band widens and merges with the continuum band 
(N ≥ Ncrit). 

It is instructive to consider the effect of ordered and random impurity distribution on the 
formation of an impurity band, which is shown in Fig. 16.8(a) and (b), respectively. In the case 
of an ordered impurity distribution, the potentials of the impurities are strictly periodic, similar 
to the periodic potential assumed in the Kronig–Penney model. As a result, the impurity band 
has a well-defined width and well-defined edges, as shown in Fig. 16.8(a). However, the case of 
random impurity distribution in semiconductors is a more realistic assumption (Shockley, 1961). 
For a random impurity distribution, the impurity band does not have well-defined band edges but 
the impurity states will tail into the forbidden gap, as shown in Fig. 16.8(b). Tail states of 
impurities occurring at high doping density are discussed in a subsequent Section. Figure 
16.8(c) schematically shows hopping conduction and impurity band conduction. 

Impurity bands are formed at sufficiently high doping concentrations. The impurity band is 
formed by the quasi-periodic Coulomb potentials of the impurities. Since the impurity potentials 
are not strictly periodic, a periodic band calculation (e. g. Kronig–Penney) cannot be used. The 
hydrogenic potentials of donors can be used to form a Hubbard band (Hubbard, 1963). In the 
Hubbard model, the center of the impurity band coincides with the energy level of the 
unperturbed impurity state. If the donors forming the impurity band are partially compensated by 
acceptors, the band is only partially filled and impurity band conduction can occur within the 
impurity band, i. e. electrons need not occupy conduction band states for carrier transport (Adler, 
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1982). The impurity band width, ΔED, is approximately given by the overlap integral between 
donors separated by the average distance ND

–1/3. The band width is approximately equal to the 
interaction energy 

 3/1
D

2
D

4 −επ
≈Δ

N

eE  . (16.24) 

As an example, we consider GaAs with a donor concentration of 1 × 1016 cm–3 and εr = 13.1 and 
obtain ΔED ≈ 2.4 meV. 

 

The mobility associated with impurity band conduction are very low, typically < 1 cm2/Vs. 
The low mobility is due to the heavy dispersion mass. In order to qualitatively relate the low 
impurity band mobility with the narrow width of the impurity band, let us recall some of the 
basic results of one-dimensional band theory. The dispersion mass of a parabolic band is given 
by 

 22

2
*

d/d kE
m h

=  . (16.25) 

In the simple Kronig–Penney model, the dispersion (i. e. effective) mass is given by 
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where zp is the period of the periodic potential and ΔED is the width of the band. Although the 
result of the one-dimensional Kronig–Penney model cannot be rigorously applied to an impurity 
band, the model provides a qualitative understanding of the functional dependences. It is 
therefore reasonable to conclude that a heavy effective mass is associated with transport of 
carriers in a narrow impurity band. Since the mobility and the effective mass are related 
according to the Drude model by 

 *m
eτ

=μ  , (16.27) 

a low mobility results for carrier transport in a partially filled impurity band. 
 
 

16.5 Band tails 
The random distribution of charged impurities results in potential fluctuations of the band edges. 
In an undoped semiconductor such potential fluctuations are absent and the band edges are well 
defined. In a highly doped semiconductor the potential fluctuations cause the band edges to vary 
spatially. This situation is schematically shown in Fig. 16.9. States with energy below the 
unperturbed conduction band edge or above the unperturbed valence band edge are called tail 
states. The tail states significantly change the density of states in the vicinity of the band edge. 

 

The magnitude of band-edge energy fluctuations caused by the random distribution of 
charged donors and acceptors was first calculated by Kane (1963). For an ionized donor 
concentration of ND and an ionized acceptor concentration of NA, the root-mean-square (energy) 
fluctuation of the band edges is given by (Kane, 1963; Morgan, 1965) 

 [ ] 2/1
sAD

2
)(2

4
rNNe

E +π
επ

=σ  (16.28) 

where rs is the screening radius given by (see Eq. 16.7b) 
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Note that the square-root dependence of the energy fluctuation, σE, on the doping concentration, 
ND + NA, is a result of the Poisson distribution assumed for impurities. The Poisson distribution 
can be replaced by a gaussian distribution, if the energy fluctuations are small. Small fluctuations 
occur if the random variation of the number of donor atoms within a spherical volume defined by 
the screening radius is much smaller than the average number of donors within the sphere (Kane, 
1963), i. e. 

 3
sAD

3
sAD )()( rNNrNN +<<+  . (16.30) 

The fluctuation of the potential, e. g. the conduction band edge potential, can then be expressed 
in terms of a gaussian distribution. The probability for the conduction band edge energy to occur 
at an energy EC, is given by 

 

2
C

2
1

C e
2

1)(
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ

−

σπ
= E

E

E
Ep  (16.31) 

where we defined the mean energy of the conduction band edge as EC = 0 and σE is given by 
Eq. (16.28). The unperturbed density of states in the conduction band is given by 
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The density of states in a perturbed potential is obtained by a summation over all locations in 
space, i. e. by an integral over the probability distribution of the band edge 
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where ρDOS,Kane is the density of states according to Kane (1963), or briefly the Kane function. 
The density of states given by Eq. (16.33) is valid for the conduction band. The corresponding 
density of states of the valence band can be obtained by replacing EC by –EV, E by –E, and the 
electron effective mass by the heavy-hole effective mass. 

The parabolic density of states, the gaussian probability distribution of the band edge, and the 
Kane function are shown in Fig. 16.10. The density of states shown in Fig. 16.10(c) tails into the 
gap. Tail states have energies lower than the average band-edge energy. It is important to note 
that the density of states of the Kane function does not change the bandgap energy, i. e. the 
spatially averaged position of the conduction band edge does not change. The tailing of the band 
into the forbidden gap changes the density of state drastically in the vicinity of the band edge. 
However, the density of states is practically unchanged for energies E – EC >> σE, as can be 
easily inferred from Eq. (16.33). The Kane function is of great practical use for the simple, 
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quantitative description of band edges. For example, Casey and Stern (1976) used the Kane 
function to calculate absorption and spontaneous emission in doped GaAs. 

 

The density of states according to Kane (Eq. 16.33) overestimates the extent of band tailing 
since tunneling of carriers through the potential barriers is not taken into account. In addition, the 
quantization of carriers in the potential minima is not taken into account in the Kane model. 
However, in the limit of carriers with a large effective mass, the Kane function applies, since 
quantum effects can be neglected for such heavy carriers. 

Halperin and Lax (1966, 1967) and Lax and Halperin (1966) calculated the density of states 
in band tails taking into account (i) the quantization of carriers in the potential minima as well as 
(ii) tunneling of carriers through potential barriers. The importance of carrier quantization can be 
estimated by comparing the magnitude of the potential fluctuations with the quantization energy 
of carriers. The former is given by Eq. (16.28) for poissonian (random) impurity distributions. 
The latter can be estimated from 

 2
s

*

2
Q

2 rm
E h

≈  (16.34) 

where rs is the screening radius. The density of states calculated by Halperin and Lax (1966) is 
shown in Fig. 16.11 along with the density of states of the unperturbed bands and the density of 
states of the Kane model for GaAs with doping concentrations of NA = 1.1 × 1019 cm–3 and 
ND = 9 × 1018 cm–3 (Casey and Stern, 1976). The density of states calculated according to the 
Kane model shown in Fig. 16.12 was used to interpolate between the unperturbed band and the 
Halperin–Lax result. The parameter σE (see Eq. 16.33) was adjusted in order to obtain a good fit 
between the two functions. 
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16.6 Bandgap narrowing 
At high doping concentrations the bandgap energy of semiconductors decreases. The magnitude 
of the reduction increases with doping concentration and is usually referred to as bandgap 
narrowing, bandgap shrinkage, or bandgap renormalization. There are many reasons for the 
reduction of the band gap which have been reviewed by Abram et al. (1978). The most important 
reasons for bandgap narrowing are many-body effects of free carriers which lower the electron 
energies as compared to a non-interacting carrier system. Many-body effects describe the 
interaction of free carriers. The interaction becomes important at small carrier-to-carrier 
distances, i. e. at high free carrier concentrations. Electrons can interact with each other either by 
their long-range Coulomb potential or via their spin. We first consider coulombic electron–
electron interactions. Consider an electron which is added to a highly doped, neutral 
semiconductor. When the electron is added to the semiconductor, other electrons in the vicinity 
of the added electron spatially redistribute in order to reduce the long-range coulombic 
interaction energy. The energy of the electron added to the semiconductor is reduced by the 
redistribution of neighboring electrons. Many-body effects are thus related to screening, i. e. the 
spatial redistribution of carriers in the presence of potential perturbations. Carriers can also 
interact via their spin (Mahan, 1990). Due to the Fermion nature of electrons, each volume 
element in phase space can be occupied by at most two electrons with opposite spin (Pauli 
principle). Electrons with like spin have a repulsive interaction while electrons with opposite 
spin have an attractive interaction. If electrons were distributed uniformly throughout the crystal, 
the attractive and repulsive energies would exactly cancel each other. However, due to the 
interaction, electrons with like spin tend to stay away from each other and electrons with 
opposite spin tend to stay closer. As a result, the interaction energy reduces the total energy of 
the electron system. 

Many-body interactions can occur between free carriers and between free carriers and 
ionized impurities. Such interactions are called carrier–carrier and carrier–impurity interactions. 
Thus, bandgap narrowing occurs in highly doped semiconductors as well as in undoped, but 
highly excited semiconductors with high free carrier concentrations. We summarize the many-
body interactions in n- and p-type semiconductors as follows: 
 
(i) Electron–electron interactions. The repulsive and attractive interactions of electrons with 

like and opposite spin and the long-range coulombic interactions lead to a net attractive 
term. As a consequence, the conduction band edge is lowered (i. e. lowering of gap 
energy). 

 
(ii) Electron–donor interactions. The interaction of electrons and ionized donors is attractive 

and leads to another lowering of the conduction band edge. 
 
(iii) Hole–hole interactions. The spin interaction energy and the coulombic interaction result in 

a net attractive energy and an increase in the valence band edge (i. e. lowering of gap 
energy). 

 
(iv) Hole–acceptor interactions. The interaction between holes and donors is attractive and 

leads to an increase of the valence band edge (i. e. decrease in gap energy). 
 
(v) Electron-hole interactions. Highly excited semiconductors have a large concentration of 

electrons and holes. Interaction effects lead to a reduction of the energy gap in highly 
excited semiconductors. 
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Next we calculate the magnitude of bandgap renormalization due to electron–electron interaction 
effects and follow the calculation of Haug and Schmitt-Rink (1985). At room temperature, the 
magnitude of bandgap renormalization can be approximated by the classical self energy of an 
electron interacting with an electron gas, i. e. interacting with its own polarization field. Using 
the classical analogy, we define the self energy of an electron interacting with an electron gas as 

 [ ])()(lim s
0

g rVrVeE
r

−≈Δ
→

 (16.35) 

where V(r) is the Coulomb potential and Vs(r) is the screened Coulomb potential of an electron 
in an electron gas. Equation (16.35) thus represents the change in electrostatic energy of an 
electron before and after the electron gas has spatially redistributed itself to reduce the Coulomb 
interaction energy. In other words, ΔEg describes the energy that the electrons gain by avoiding 
each other. Assuming that the screened potential is of the Yukawa form, we obtain 
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The screening radius, rs, is given by the Debye and the Thomas–Fermi radii in non-degenerate 
and degenerate semiconductors, respectively. Insertion of the screening radii into Eq. (16.36) 
yields the bandgap renormalization energies 
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The momentum-dependence of the renormalization energy is relatively small (Wolf, 1962; Haug 
and Schmitt-Rink, 1985). If the momentum-dependence is neglected, bandgap renormalization 
produces a rigid downward movement of the conduction band dispersion (or, in p-type 
semiconductors, a rigid upward movement of the valence band). Finally, bandgap 
renormalization also occurs in undoped but highly excited semiconductors. Brinkman and Rice 
(1973) examined the effect of electron–hole interactions in highly excited semiconductors and 
showed that bandgap renormalization occurs due to electron–hole interactions. 
Phenomenological expressions for the carrier–carrier interaction and the carrier–impurity 
interaction were given by Mahan (1980) and Landsberg et al. (1985). Assuming that the 
interaction energies are proportional to the carrier–carrier distance, the change in energy gap 
follows a 1/3 power of the doping concentration, that is 

 3/1
Dg )(NE ∝Δ  (16.38) 

where full activation of the donors was assumed, i. e. n = ND. Similar considerations are valid for 
p-type semiconductors. In this case carrier-carrier and carrier–acceptor interactions must be 
considered. Note that the phenomenological dependence of ΔEg on n given in Eq. (16.38), i. e. 
ΔEg ∝ n1/3, is weaker than the Debye result, ΔEg ∝ n1/2 (see Eq. 16.37a), but stronger than the 
Thomas–Fermi result, ΔEg ∝ n1/6 (see Eq. 16.37b). 
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Experimental and theoretical results of bandgap narrowing as a function of doping 
concentration are shown in Fig. 16.12 for n-type and p-type doping of GaAs (Yao and Compaan, 
1990). The graph includes experimental data for n-type (Yao and Compaan, 1990), and p-type 
GaAs (Olego and Cardona, 1980), as well as theoretical data for n-type (Sernelius, 1986; Bennet 
and Lowney, 1987) and p-type GaAs (Casey and Stern, 1976). The data of Fig. 16.12 shows that 
bandgap narrowing can assume quite large values, such as 200 meV, at high n-type doping 
concentrations. Furthermore, the change in bandgap energy follows the N1/3 dependence 
predicted by Eq. (16.38). The magnitudes of bandgap narrowing can be expressed by the 
following simple formulas: 

 n-type GaAs: 3 3
D

5
g )cm(106.6meV)( −−×−≈Δ NE  (16.39) 

 

 p-type GaAs: 3 3
A

5
g )cm(104.2meV)( −−×−≈Δ NE  . (16.40) 

These equations represent a fit to the experimental data shown in Fig. 16.12. As expected, the 
bandgap narrowing for n-type GaAs is larger as compared to p-type GaAs (Yao and Compaan, 
1990). Bandgap narrowing was studied to a smaller extent in other III–V semiconductors. An 
approximate formula for bandgap narrowing in n-type InP was given by Böer (1990) 

 n-type InP: 3 3
D

5
g )cm(1025.2meV)( −−×−≈Δ NE  (16.41) 

where it is assumed that all donors are active (n = ND). Further phenomenological expressions 
and parameters for other III–V semiconductors were given by Jain et al. (1990). 

 

The Burstein–Moss shift and bandgap narrowing are two phenomena which cause the Fermi 
level of highly doped semiconductors to change in opposite directions. While bandgap 
narrowing causes the Fermi level of an n-type semiconductor to decrease, the Burstein–Moss 
shift is due to an increase of the Fermi level. Absorption measurements allow one to measure 
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EF – EV and EC – EF for n-type and p-type semiconductors, respectively. In n-type GaAs, the 
Burstein–Moss shift prevails, resulting in a blue-shift of the absorption edge (see Sect. on 
Burstein–Moss shift). In p-type GaAs, bandgap narrowing prevails and results in a red-shift of 
the absorption edge. The absorption coefficient of p-type GaAs is shown in Fig. 16.13 for 
different p-type doping levels (Casey and Stern, 1976). High-purity GaAs exhibits a rapidly 
decreasing absorption coefficient at the fundamental gap. However, as the doping concentration 
increases, the absorption below the gap energy increases as well. Furthermore, the absorption 
coefficient decreases less rapidly as compared to the high-purity GaAs. Both characteristics 
indicate that bandgap narrowing and the formation of tail states dominate the near-band-edge 
optical absorption rather than the Burstein–Moss shift. The strongly different absorption 
characteristics of p-type (see Fig. 16.13) and n-type GaAs (see Fig. 16.6) are due to the heavier 
hole mass as compared to the effective electron mass. The Burstein–Moss shift is inversely 
proportional to the carrier effective mass, which results in less band filling in p-type GaAs. 
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17 
 
 

Band diagrams of heterostructures 
 

17.1 Band diagram lineups 
In a semiconductor heterostructure, two different semiconductors are brought into physical 
contact. In practice, different semiconductors are “brought into contact” by epitaxially growing 
one semiconductor on top of another semiconductor. To date, the fabrication of heterostructures 
by epitaxial growth is the cleanest and most reproducible method available. The properties of 
such heterostructures are of critical importance for many heterostructure devices including field-
effect transistors, bipolar transistors, light-emitting diodes and lasers. 

Before discussing the lineups of conduction and valence bands at semiconductor interfaces in 
detail, we classify heterostructures according to the alignment of the bands of the two 
semiconductors. Three different alignments of the conduction and valence bands and of the 
forbidden gap are shown in Fig. 17.1. Figure 17.1(a) shows the most common alignment which 
will be referred to as the straddled alignment or “Type I” alignment. The most widely studied 
heterostructure, that is the GaAs / AlxGa1– xAs heterostructure, exhibits this straddled band 
alignment (see, for example, Casey and Panish, 1978; Sharma and Purohit, 1974; Milnes and 
Feucht, 1972). Figure 17.1(b) shows the staggered lineup. In this alignment, the steps in the 
valence and conduction band go in the same direction. The staggered band alignment occurs for 
a wide composition range in the GaxIn1–xAs / GaAsySb1–y material system (Chang and Esaki, 
1980). The most extreme band alignment is the broken gap alignment shown in Fig. 17.1(c). 
This alignment occurs in the InAs / GaSb material system (Sakaki et al., 1977). Both the 
staggered lineup and the broken-gap alignment are called “Type II” energy band alignments. 

At the semiconductor interface of the heterostructure, the energies of the conduction and 
valence band edges change. The magnitudes of the changes in the band-edge energies are 
critically important for many semiconductor devices. 

 

There have been numerous attempts and models to predict and calculate the energy band 
offsets in semiconductor heterostructures (Anderson, 1962; Harrison, 1977, 1980, 1985; Frensley 
and Kroemer, 1977; Kroemer, 1985; Ruan and Ching, 1987; Van de Walle, 1989; Van de Walle 
and Martin, 1986; Tersoff 1984, 1985, 1986; Harrison and Tersoff, 1986). The different models 
have been reviewed by Kroemer (1985) and by Ruan and Ching (1987). The authors showed that 
the agreement between the theoretical and experimental band offsets varies for the different 
approaches. However, none of the theoretical approaches can reliably predict the band offsets of 
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all semiconductor heterostructure combinations. Here, we restrict ourselves to a few empirical 
rules and fundamental theoretical concepts which will be useful for the understanding of 
heterojunction band discontinuities. 
 
 

Linear superposition of atomic-like potentials 
We first discuss the model of the linear superposition of atomic-like potentials developed by 
Kroemer (1975, 1985). He pointed out that the problem of theoretically understanding the 
relative alignment of bands is the problem of determining the relative alignment of the two 
periodic potentials of the two semiconductors forming the heterostructure. Once the periodic 
potential of a semiconductor or of a heterostructure is known, the energy bands can be 
calculated. 

The periodic potential of a semiconductor can be viewed as a linear superposition of the 
overlapping atomic-like potentials as shown in Fig. 17.2. Near the atomic nuclei, the atomic-like 
potentials resemble the potentials inside the free atoms. However, a reconfiguration of the 
valence electrons occurs when initially isolated atoms form a lattice of atoms. The atomic 
potentials in a solid state atomic lattice will be different from the atomic potentials of isolated 
atoms. Therefore, the potentials in a solid-state lattice are designated as atomic-like potentials. 

 

In the simplest atomic theory of band lineups, the unmodified atomic-like potentials would 
be superimposed throughout the entire structure. In the intimate vicinity of the interface, the 
potential would contain contributions from atoms from both sides of the interface, as shown in 
Fig. 17.2. However, deep inside either of the two semiconductors, the periodic potential would 
be unaffected by the atomic-like potentials of the other semiconductor. In such a model, the 
lineup of the periodic potentials is well defined. The band lineups are then also well defined, and 
the only problems are those of the computational technique used to calculate the bandstructure 
from the periodic potential. Although the model of the superposition of atomic-like potentials is 
very instructive, the ability of this model to predict offsets between semiconductors is very 
limited (Kroemer, 1985). 

We next consider the transition region between the two semiconductors, namely the 
abruptness of this transition. Atomic and atomic-like potentials are short-range potentials. They 
decay exponentially and have completely vanished after only a few inter-atomic distances, as 
schematically shown in Fig. 17.2. As a result of the short-range nature of the atomic potential, 
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the transition region in which the potential has intermediate values will be very thin, i. e. at most 
just a few atomic layers thick. Assuming that the bands closely follow the periodic potential, the 
transition of bands from the bulk structure in one semiconductor to the bulk structure in the other 
semiconductor will also occur within a very thin layer. The model of the linear superposition of 
atomic-like potentials therefore demonstrates that the transition region for chemically abrupt 
interfaces is very thin, namely just a few atomic layers thick. The free carrier de Broglie 
wavelength is much longer than the transition region. Therefore, the potential and band 
transition region at the interface between two semiconductor can be considered to be abrupt for 
chemically abrupt semiconductor interfaces. In other words, the electronic transition between 
two semiconductors is (nearly) as abrupt as the chemical transition. 

Van de Walle and Martin (1986) calculated the atomic potentials of Si and Ge in Si / Ge 
heterostructures. The calculation indeed confirmed that the transition region from the Ge bulk 
periodic potential to the Si bulk periodic potential is very thin, namely just two monolayers 
thick. Assuming that the energy bands closely follow the periodic potential, the transition region 
from the Ge bulk band diagram to the Si bulk band diagram is also just a few atomic monolayers 
thick. Hence, the periodic potential and energy band calculations of Van de Walle and Martin 
clearly confirmed the assumption of Kroemer that the transition region in chemically abrupt 
semiconductor heterostructures is just a few monolayers thick. 

 
 

The electron affinity model 
The electron affinity model is the oldest model invoked to calculate the band offsets in 
semiconductor heterostructures (Anderson, 1962). This model has proven to give accurate 
predictions for the band offsets in several semiconductor heterostructures, whereas the model 
fails for others. We first outline the basic idea of the electron affinity model and then discuss the 
limitations of this model. 

 

The band diagram of a semiconductor-vacuum interface is shown in Fig. 17.3. Near the 
surface, the n-type semiconductor is depleted of free electrons due to the pinning of the Fermi 
level near the middle of the forbidden gap at the semiconductor surface. Such a pinning of the 
Fermi level at the surface occurs for most semiconductors. The energy required to move an 
electron from the semiconductor to the vacuum surrounding the semiconductor depends on the 
initial energy of the electron in the semiconductor. Promoting an electron from the bottom of the 



Chapter 17 - Heterostructures 

© E. F. Schubert Chapter 17 – page 4

conduction band to the vacuum beyond the reach of image forces requires work called the 
electron affinity χ. Lifting an electron from the Fermi level requires work called the work 
function W, which is defined the same way in semiconductors as it is in metals. Finally, raising 
an electron from the top of the valence band requires the ionization energy Ei. This energy is 
measured by photoionization experiments, in which semiconductors are illuminated by 
monochromatic light with a variable wavelength. The longest wavelength at which 
photoionization occurs defines the ionization energy. 

 

 

Next consider that two semiconductors are brought into physical contact. The two 
semiconductors are assumed to have an electron affinity of χ1 and χ2 and a bandgap energy of 
Eg1 and Eg2, respectively, as illustrated in Fig. 17.4. Near-surface band bending and the effect of 
image forces have been neglected in the figure. The electron affinity model is based on the fact 
that the energy balance of an electron moved from the vacuum level to semiconductor “1”, from 
there to semiconductor “2”, and from there again to the vacuum level must be zero, that is 
χ1 − ΔEc – χ2 = 0 or 

 21c χ−χ=ΔE  (17.1) 

The valence band discontinuity then follows automatically as 

 cg1g2v EEEE Δ−−=Δ   (17.2) 

Note that Eqs. (17.1) and (17.2) are valid only if the potential steps caused by atomic dipoles at 
the semiconductor surfaces and the heterostructure interfaces can be neglected. In this case, the 
knowledge of the electron affinities of two semiconductors provides the band offsets between 
these two semiconductors. Shay et al. (1976) concluded that the influence of dipole layers at 
semiconductor surfaces change the values of the electron affinity by about only 1%. Therefore, 
the authors argued, the electron affinity rule is indeed applicable to semiconductor 
heterostructures. 

The electron affinity model has successfully explained the band discontinuities of several 
semiconductor heterostructures. In the InAs / GaSb material system, the electron affinity rule 
correctly predicts a broken-gap alignment (Gobeli and Allen, 1966; Kroemer, 1985). The highly 
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asymmetric lineup of InAs / GaAs heterostructures is also predicted well (Kroemer, 1985). In the 
Si / Ge heterostructure system, the electron affinity model predicts ΔEc = 0.12 eV and 
ΔEv = 0.33 eV in reasonable agreement with experimental data (Kroemer, 1985). Shay et al. 
(1976) and Phillips (1981) used the electron affinity rule to calculate ΔEc in CdS / InP 
heterostructures and found excellent agreement with their experimental data. 

Despite the reasonable agreement between theory and experiment, the electron affinity model 
suffers from several conceptual problems which have been pointed out by Kroemer (1985). First, 
surface dipole layers affect the measurement of the electron affinity. Generally, all 
semiconductor surface undergo surface reconstruction, i. e. a rearrangement of atoms on the 
semiconductor surface in order to reduce the total energy of the semiconductor surface. Such a 
surface reconstruction includes frequently the outward or inward displacement of surface atoms. 
As a result, electrostatic dipole layers are formed which will change the measured electron 
affinity. At semiconductor-semiconductor interfaces, the interface reconstruction will be clearly 
different than the surface reconstruction. As a consequence, the magnitude of interface dipoles 
will be different. Therefore, the measurement of χ is influenced by surface effects and the 
measured values of χ will not be meaningful for semiconductor heterostructures, unless the 
influence of surface and interface dipoles is negligible small, or if the surface dipoles are 
identical to the interface dipoles. Both possibilities are unlikely. However, Shay et al. (1976) 
pointed out that the influence of surface dipoles is very small for most semiconductor surfaces. 
Second, electron correlation effects also influence the measured values of the electron affinity 
(Kroemer, 1985). When one electron is taken from a semiconductor and promoted to the vacuum 
level, the remaining electrons will rearrange themselves in order to reduce the total energy of the 
electron system. Such correlation effects are due to coulombic repulsion between electrons but 
also due to quantum-mechanical exchange effects (essentially the Pauli exclusion principle). 
Generally, the magnitude of correlation effects is small. Due to the dipole and correlation effects, 
the applicability of the electron affinity rule is limited to semiconductors in which these effects 
are negligibly small. 

It is useful to recall that the electron affinity model was invoked by Schottky (1938, 1940) 
explain the barrier heights of metal-semiconductor contacts also called Schottky contacts. 
Schottky proposed that the barrier height be given by the difference in the work function in the 
metal and the electron affinity of the semiconductor, i. e. W – χ. However, it is well known, that 
the Schottky model clearly fails to explain the barrier heights in metal-semiconductor contacts. 
Subsequently, Bardeen (1947) showed, the important role of interface states whose energy is 
within the forbidden gap. Bardeen showed that interface dipoles caused by charged interface 
states determine the barrier height of metal-semiconductor contacts and that the difference W – χ 
does not play a significant role. In lattice-matched semiconductor-semiconductor junctions, the 
influence of interface dipoles cannot be possibly as large as it is in metal-semiconductor 
junctions. Lattice-matched semiconductor heterostructures have highly ordered atomic 
transitions between the two semiconductors with relatively little atomic and electronic 
reconstruction. Therefore, the electron affinity model is expected to provide much better results 
for semiconductor-semiconductor junctions than it does for metal-semiconductor junctions. This 
expectation is indeed confirmed by experimental results. 
 
 

Common anion rule 
Many compound semiconductor heterostructures consist of two compounds which share a 
common anion element. For example in AlGaAs / GaAs heterostructures, As is the anion 
element on both sides of the heterostructure. It is a well established fact that the valence band 
wave functions evolve mainly from the atomic wave function of anions and the conduction band 
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wave functions evolve mainly from the atomic wave functions of cations (see, for example, 
Harrison, 1980). Hence, the valence band structure of different semiconductors with the same 
anion element will be similar. Furthermore, the valence band offsets of compound 
semiconductors with the same anion element is generally smaller than the conduction band 
offset. This rule is clearly confirmed in the material system AlxGa1–xAs / GaAs where ΔEc / ΔEg ≈ 
2 / 3 and ΔEV / ΔEg ≈ 1 / 3 for direct-gap range of AlxGa1–xAs (x ≤ 0.45). The common anion rule 
also works well for GaAs / InAs heterostructures in which  ΔEc / ΔEv ≈ 5 / 1 (Kowalczyk et al., 
1982). 
 
 

Harrison atomic orbital model 
Harrison (1977, 1980, 1985) developed a theory based on atomic orbitals to predict band offsets 
in semiconductor heterostructures. Kroemer (1985) compared the Harrison atomic orbital model 
and other models with experiments and he arrived at the conclusion that the Harrison model 
gives very good overall agreement with experimental band offsets. 

The basis of the Harrison model is the linear combination of atomic orbitals of a very small 
group of atoms which is then used to calculate the band structure. The band structure calculation 
would be correct if the true atomic-like potentials and energy eigenfunctions of the atoms 
forming the semiconductor would be known. Because the atomic-like potentials and eigen 
energies of the atoms in the crystal lattice are unknown, Harrison simply takes as unperturbed 
atomic energy values the theoretical values of free atoms. Hence, the Harrison model is clearly 
an approximation. In this model, several more approximations are employed for the calculation 
of the matrix elements coupling the relevant atomic states between nearest neighbors. For further 
discussion, the reader is referred to the literature (Harrison, 1977, 1980, 1985, Kroemer, 1985). 

 

A comparison between Harrison's theoretical and experimental valence band offsets is shown 
in Fig. 17.5. The data used in the figure was compiled by Kroemer (1985) except the value for 
the GaAs / AlxGa1–xAs where ΔEv = 0.32 ΔEg has been used, consistent with more recent results 
(Pfeiffer et al., 1991). Figure 17.5 displays a very good overall agreement between experiment 
and the Harrison atomic orbital model. 
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The effective dipole model 
As we have already stated above, any dipole charges at the heterointerface will change the 
heterostructure band discontinuity. These dipole charges are due to the locally different atomic 
and electronic structure at the heterointerface as compared to the bulk atomic structure of either 
semiconductor. As a result of the different atomic environment at the heterointerface, valence 
electrons of atoms at the interface will move from their bulk equilibrium positions to new 
equilibrium positions. Hence, atomic dipoles are formed due to the new charge distribution at the 
heterointerface. 

Ruan and Ching (1987) calculated heterostructure band offsets based on (i) the electron 
affinity model and (ii) by taking into account atomic dipoles at the interface which cause an 
additional shift of the band discontinuity. The authors pointed out that interface dipoles are 
neglected in Anderson's electron affinity model. If no net charge is transferred between the two 
semiconductors forming the heterojunction, then the Anderson model gives the correct band 
offset. (We do not consider here the difficulties in obtaining the correct electron affinities χe, but 
simply assume that they are known. Ruan and Ching used “average values of those experimental 
data which are judged to be current and reliable”.)  

 

To calculate the charge transfer between the two semiconductors forming the heterojunction, 
Ruan and Ching (1987) assume that the two valence bands are misaligned, that is the valence 
band edges of the two semiconductors have different energies. Electrons with an effective mass 
m* in the valence band of one semiconductor will tunnel into the forbidden regions of the other 
semiconductor. The dipole charge is calculated by integrating over the exponentially decaying 
charge distribution of electrons tunneling into into the forbidden gaps of the adjoining 
semiconductor. Using this method to calculate the band offsets between semiconductors, Ruan 
and Ching (1987) calculated nearly all conceivable heterostructure band offsets. A comparison 
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revealed that the theoretical band offsets of Ruan and Ching differs, on average, only about 
0.1 eV from the available experimental data. 

Experimental data of band offsets between different semiconductors are given in Table 3. 
The table includes data for elemental as well as binary and ternary compound semiconductors. 
Tiwari and Frank (1992) used experimental data of band offsets in order to plot the band edges 
of semiconductors as a function of the lattice constant. The plot, shown in Fig. 17.6 relies on the 
experimental observation that the band offset from material “A” to material “B” plus the offset 
from material “B” to material “C” is equal to the band offset from material “A” to material “C”. 
This linearity of offsets is consistent with the electron affinity model, and this property allows 
one to predict band alignments of any semiconductor heterostructure. 

 
Material system 

A / B 

Eg
A 

(eV) 

Eg
B 

(eV) 

ΔEV 

(eV) 

ΔEV / ΔEg 

(absolute value) 

Remarks 

 
 
Si / Ge 
Si / GaP 
Si / GaAs 
Si / GaSb 
Si / ZnSe 
Si / CdTe 
Ge / AlAs 
Ge / GaAs 
Ge / InP 
AlAs / GaAs 
Al0.3Ga0.7As / GaAs 
AlSb / GaSb 
GaAs / InAs 
GaAs / ZnSe 
GaSb / InAs 
InP / CdS 
Al0.48In0.52As /  
 Ga0.47In0.53As 
Ga0.52In0.48P / GaAs 
Al0.48In0.52As / InP 
Ga0.47In0.53As / InP 

 
1.12 
1.12 
1.12 
1.12 
1.12 
1.12 
0.67 
0.67 
0.67 
2.15 
1.79 
1.61 
1.42 
1.42 
0.72 
1.34 
1.45 

 
1.88 
1.45 
0.75 

 

 
0.67 
2.25 
1.42 
0.72 
2.70 
1.52 
2.15 
1.42 
1.34 
1.42 
1.42 
0.72 
0.36 
2.70 
0.36 
2.42 
0.75 

 
1.42 
1.34 
1.34 

 

 
–0.16 to –0.40 

+0.80 
+0.05 
–0.05 
+1.25 
+0.75 
+0.92 

+0.25 to +0.65 
+0.64 
–0.40 
–0.12 
–0.4 

–0.17 
+0.96 to +1.10 

+0.46 
+1.63 
–0.21 

 
–0.23 
+1.19 
+0.40 

 

 
0.35 to 0.89 

0.71 
0.17 
0.12 
0.79 
1.87 
0.62 

0.33 to 0.87 
0.95 
0.55 
0.32 
0.45 
0.16 

0.75 to 0.86 
1.28 
1.51 
0.30 

 
0.50 
1.73 
0.68 

 

 
(a) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(c) 
(d) 
(b) 
(b) 
(b) 
(b) 
(b) 
(e) 

 
(f) 
(g) 
(g) 

 
 
(a) after Ruan and Ching (1987). Van de Walle and Martin (1986) showed that ΔEV depends strongly on strain. 
(b) after Ruan and Ching (1987) 
(c) indirect gap AlAs, after Ruan and Ching (1987) 
(d) direct gap AlxGa1–xAs, after Pfeiffer et al. (1991) and after Menendez et al. (1986) 
(e) after Peng et al. (1986) and after Sugiyama et al. (1986) 
(f) Rao et al. (1987)  
(g) after Tiwari and Frank (1992) 
 

Table 17.1: Bandgap energies and valence band offsets of semiconductor heterostructures 
“A / B”. The valence band offset ΔEV is positive, if the top of the valence band of 
semiconductor “A” is higher than that of semiconductor “B”. 
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17.2 Boundary conditions at heterointerface 
So far we have seen how the energy bands in semiconductors evolve and how these bands align 
in semiconductor heterostructures. We have also seen that the transition from one band diagram 
to the band diagram of another semiconductor is very abrupt in a chemically abrupt 
semiconductor heterostructure. In this section we will discuss the transition of other physical 
quantities at the heterointerface. These transitions follow a number of rules and these rules are 
called the boundary conditions of the heterointerface. Below, the boundary conditions will be 
summarized. A heterointerface is schematically illustrated in Fig. 17.7. The interface is located 
in the plane z = 0 of a cartesian coordinate system. The semiconductors “1” and “2” have a 
dielectric permittivity, magnetic permeability, and effective mass of ε, μ1, m1

*, and ε2, μ2, m2
*, 

respectively. 

 

The first boundary condition considered here concerns the Fermi level. The Fermi level is 
constant across a heterointerface under thermal equilibrium conditions. The Fermi level is 
defined as the energy at which electronic states are populated with a probability of one half. We 
next assume a heterointerface, in which the Fermi level on one side of the heterointerface is, at a 
given time, different from the Fermi level on the other side of the heterointerface. As a 
consequence, electrons will transfer from the semiconductor with the higher Fermi level to the 
semiconductor with the lower Fermi level, where they can occupy states at lower energy. Thus, 
the Fermi level rises in the semiconductor with the initially lower Fermi level. (Also, the Fermi 
level decreases in the semiconductor with the initially higher Fermi level.) The transfer of 
electrons continues, until the Fermi level is the same on both sides of the heterointerface. Thus, 
under thermal equilibrium conditions, the Fermi level is constant across heterointerfaces. 

Four electrodynamic boundary conditions must be satisfied at heterointerfaces. The general 
boundary conditions for electric and magnetic fields were derived in Chap. 2. For completeness, 
these boundary conditions are summarized as follows: The magnetic boundary condition states 
that the tangential component of the magnetic field, Ht, and the normal component of the 
magnetic induction, Bn, are constant across interfaces. The electric boundary condition states 
that the tangential component of the electric field, Et, and the normal component of the dielectric 
displacement, Dn, are constant across interfaces. 

The latter boundary condition, Dn = const, is now used to derive another “boundary 
condition”, namely the charge neutrality condition. We denote the normal component of the 
dielectric displacement at the interface as D1n and D2n in semiconductor “1” and “2”, 
respectively. Furthermore we assume that the dielectric displacement vanishes for sufficiently 
large distances from the interface. Then, using Gauss’s equation, the boundary condition 
D1n = D2n can be written as 

 n20
0

n1 d)(d)( DD =ρ−=ρ= ∫∫
∞=

=

=

∞−=
zzzz

z
z

z
z

. (17.3) 

The equation states that the net charge on one side of the heterointerface z ≤ 0, left-hand side of 
Eq. (17.3)  must be equal to the negative net charge on the other side of the heterointerface 
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(z ≥ 0, right-hand side of Eq. (17.3)). All charges must be taken into account in Eq. (17.3) 
including free-carrier accumulation layer charges, free-carrier inversion layer charges, and 
depletion layer charges. Charges at heterointerfaces are caused by the transfer of carriers from 
one semiconductor across the heterointerface to the other semiconductor. All of these charges 
remain in close vicinity of the heterointerface. Thus the condition of charge neutrality of 
Eq. (17.3) can be stated as: There is not net charge in the vicinity of heterointerfaces. 

We finally discuss the boundary conditions for the quantum-mechanical wave function at 
heterointerfaces. The interface is located in the plane z = 0 and we are only interested in the z 
dependence of the wave function ψ(z). In the chapter entitled “Resume of quantum mechanical 
principles”, the boundary conditions for ψ(z) is given by 

 )0()0–( 21 +→ψ=→ψ zz  (17.4) 

That is, the wave function is continuous at the interface. 
The boundary condition for the derivative of the wave function is given by 

 
0

2
*
20–

1
*
1 d

d1
d

d1

+→→

ψ
=

ψ

zz
zmzm

 (17.5) 

The proof of this equation is given in the chapter entitled “Resume of quantum mechanical 
principles”. 
 

17.3 Graded gap structures 
In regular semiconductor heterostructures, the chemical transition from one semiconductor to 
another semiconductor structure is abrupt. In the preceding section, we have seen that the 
periodic potential and the band diagram are nearly as abrupt as the chemical transition. That is, 
the transition of the periodic potential and of the band diagram occur within a few atomic layers 
of a chemically abrupt semiconductor heterostructure. In graded heterostructures, the chemical 
transition from one semiconductor to another semiconductor is intentionally graded. In this 
section, the properties of such graded heterostructures are discussed. 

Assume two semiconductors “A” and “B” that are chemically miscible. The mixed 
compound, also called semiconductor alloy, is designated by the chemical formula AxB1–x, 
where x is the mole fraction of semiconductor “A” in the mixed compound. The mole fraction x 
is also designated as the chemical composition of the compound AxB1–x. Most semiconductors of 
practical relevance are completely miscible. Assume further that the gap energy of 
semiconductor “A” and “B” are different and that the bandgap energy depends on the 
composition. The dependence of the forbidden-gap energy on the composition x is usually 
expressed in terms of a parabolic (linear plus quadratic) dependence. The gap energy of the alloy 
AxB1–x is then given by 

 ( ) ( ) b
B
g

A
g

AB
g 11 ExxExExE −+−+=  (17.6) 

where the first two summands describe the linear dependence of the gap and the summand 
x (1 − x) Eb describes the quadratic dependence of the gap. The parameter Eb is called the bowing 
parameter. For some semiconductor alloys, e. g. (AlAs)x(GaAs)1–x, the bowing parameter is 
vanishingly small. The bandgap of the alloy is then given by 
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 ( ) B
g

A
g

AB
g 1 ExExE −+=  (17.7) 

Equations (17.6) and (17.7) are valid for homogeneous bulk semiconductors. However, the 
validity of the equations is not limited to bulk semiconductors. They also apply to the local 
bandgap of graded structures. We have seen in the preceding section that the atomic potentials 
and the energy bands closely follow the composition in a chemically abrupt heterojunction. 
Accordingly, the band edges and the gap energy will follow the chemical composition of graded 
semiconductors. 

 

The band diagram of a linearly graded semiconductor heterostructure is illustrated in 
Fig. 17.8. The figure shows a narrow-gap semiconductor “A”, a wide-gap semiconductor “B”, 
and a linearly graded transition region “AxB1–x” with thickness Δz. It is assumed that ΔEc, ΔEV, 
and ΔEg depend linearly on the composition x. Graded gap semiconductor structures were first 
considered by Kroemer (1957). He showed that the changes of the band edge energies with 
position can be understood as quasi-electric fields. The quasi-electric field of the band diagram 
shown in Fig. 17.8 is, in the conduction band, given by 

 ( )zeE ΔΔ= CCE  (17.8) 

In the valence band it is given by 

 ( )zeE ΔΔ= VVE  (17.9) 

Figure 17.8 reveals that the electric fields in the conduction band and in the valence band have 
opposite polarization. Therefore, electrons and holes are driven in the same direction (to the left-
hand side of figure). This cannot be achieved by real electric fields in which electrons and holes 
are always driven in opposite directions. Due to this difference, Kroemer (1957) designated the 
fields occurring in graded semiconductor structures as quasi-electric fields. Kroemer envisioned 
several different cases of graded gap structures and pointed out that in some graded gap 
structures, electrons and holes are pulled in the same direction, as discussed for the band diagram 
shown in Fig. 17.8. In other graded gap structures, one of the bands could, e. g. the valence 
band, may be flat, while the other band could have a quasi-electric field. Kroemer also 
envisioned graded-gap heterobipolar transistors which enhance the minority carrier transport 
through the base. 

Kroemer’s conjecture that the quasi-electric fields exert forces on free carriers was 
experimentally verified by Levine et al. (1982, 1983). The authors showed that the quasi-electric 
fields act on one carrier type just like regular electric fields of the same magnitude would. That 
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is, the drift velocity relation v = μ E (where E is the quasi-electric field) was confirmed by a 
modified Shockley-Haynes experiment (Levine et al., 1982). 

There are many very interesting applications for graded gap structures including graded-base 
heterobipolar transistors (Kroemer, 1957; Miller et al. 1983; Hayes et al. 1983), the elimination 
of heterojunction band discontinuities (Schubert et al. 1992), and several graded gap structures 
for optoelectronic applications such as photodetectors. Graded-gap detectors have been reviewed 
by Capasso (1984, 1986). 

Let us consider some experimental results of alloy semiconductors. The energy gap of the 
unstrained SixGe1–x was analyzed as a function of composition by Weber and Alonso (1989) 
using low-temperature photoluminescence. Analytical expressions were given for the lowest 
energy gap as a function of the composition. For x ≤ 0.85, the X band is the lowest conduction 
band minimum. The energy gap of unstrained SixGe1–x is given by 

 ( )eV20604301551)( 2
g x.x..xE +−=  85.0for ≤x   (17.10a) 

For x > 0.85, the L band is the lowest conduction band minimum. The energy gap is then given 
by 

 ( )eV270.1010.2)(g xxE −=  85.0for >x   (17.10b) 

For strained SixGe1–x grown on Si substrates, Lang et al. (1985) showed that the degenerate 
valence band splits into two bands. The energy gap between the lowest conduction band and the 
highest valence band is then given by 

 ( )eV2206501551)( 2
g x.x..xE +−=  70.0for ≤x  (17.10c) 

This equation is an analytical expression of the low-temperature (90 K) photoluminescence data 
of Lang et al. 

The energy gaps of ternary III–V alloy semiconductors have been compiled by Swaminathan 
and Macrander (1991). The data is summarized in Table 4. The energy gaps of quaternary III–V 
and for II-VI semiconductors will not be summarized here. The interested reader is referred to 
the literature (Pearsall, 1982; Landolt-Börnstein, 1987). 

In graded semiconductor structures, the composition of the semiconductor is varied. This 
variation in chemical composition is not only accompanied by a change of the bandgap energy, 
but also by a change in the lattice constant. The change in lattice constant is, for all 
semiconductor alloys, governed by Vegard's law. Consider a semiconductor “A” with a lattice 
constant a0

A and a semiconductor “B” with the lattice constant a0
B. Then the lattice constant of 

the alloy AxB1–x is given by Vegard’s law which states 

 ( )xaxaa −+= 1B
0

A
0

AB
0  (17.11) 

For most graded semiconductor structures, it is imperative that the lattice constant does not 
change as the composition of the alloy is varied. Such structures are called lattice-matched 
graded semiconductors. If semiconductors are not lattice matched, graded semiconductors. If 
semiconductors are not lattice matched, microscopic defects occur when the composition is 
varied. These defects degrade the quality, e. g. the radiative efficiency, of the semiconductor. 

The relationship between the gap energy, the corresponding wavelength, and the lattice 
constant of group-IV and group III–V semiconductors is shown in Fig. 17.9 (Tien, 1985). A 
similar plot is shown in Fig. 17.10 for II-VI semiconductors (Feldman et al., 1992). The two 
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plots allow one to select lattice-matched semiconductors with the desired bandgap energy. 
Figure 17.9 reveals that the lattice constant of the material system AlxGa1–xAs / GaAs does not 
change, as the composition x is varied. This advantageous properly allows one to easily grow 
lattice-matched graded structures with this material system. 
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   Indirect Energy Gap 

Alloy Direct Energy Gap 

EΓ (eV) 

 

EX (eV) 

 

EL (eV) 
 

AlxIn1–xP 
 

AlxGa1–xAs 
 
 

AlxIn1–xAs 
 

AlxGa1–xSb 
 

AlxIn1–xSb 
 

GaxIn1–xP 
 
 

GaxIn1–xAs 
 

GaxIn1–xSb 
 

GaPxAs1–x 
 

GaAsxSb1–x 
 

InPxAs1–x 
 

InAsxSb1–x 
 

 
1.34 + 2.23x 
 
1.424 + 1.247x (x < 0.45) 
1.424 + 1.087x + 0.438x2 

 

0.36 + 2.35x + 0.24x2 

 

0.73 + 1.10x + 0.47x2 

 

0.172 + 1.621x + 0.43x2 

 

1.34 + 0.511x + 0.604x2 

(0.49 < x < 0.55) 
 
0.356 + 0.7x + 0.4x2 

 

0.172 + 0.165 x + 0.413x2 

 
1.424 + 1.172x + 0.186x2 

 
0.73 – 0.5x + 1.2x2 

 
0.356 + 0.675x + 0.32x2 

 
0.18 – 0.41x + 0.58x2 

 
2.24 + 0.18x 
 
1.905 + 0.10x + 0.16x2 
 
 
1.8 + 0.4x 
 
1.05 + 0.56x 
 

 
 
 
1.705 + 0.695x 
 

 
Table 17.2:  Compositional dependence of the gap energy in ternary III–V 
semiconductors at room temperature. 
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17.4 Semiconductor heterostructures 
• Lattice matching required for low defect density 
• This is particularly important for minority carrier devices  
• This is not so important for majority carrier devices  
• Ideal: Heterostructures are formed by semiconductors with the same crystal structure and 

the same lattice constant: An example is AlxGa1–xAs on GaAs  
• Often: Mismatched structures result in misfit dislocations defects which act as 

recombination centers. An example is GaN on sapphire 
• Diagrams of energy gap-versus-lattice-constant for of different semiconductors  
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18 
 
 

Tunneling structures 
 
 

18.1 Tunneling in ohmic contact structures 
Ohmic contacts are non-rectifying metal-semiconductor contacts. They are a key part of any 
solid-state device. By definition, ohmic contacts exhibit a linear current-voltage characteristic 
and the associated resistance is called contact resistance. Ohmic contacts need to be 
distinguished from Schottky contacts with are rectifying metal-semiconductor contacts.  

Figure 18.1 compares the band diagram of a Schottky contact and an ohmic contact.  Ohmic 
contacts are generally fabricated by very highly doping the semiconductor close to the metal-
semiconductor interface. As a result, the depletion region becomes so thin that the barrier can be 
tunneled through with high probability and thus little resistance.  

 

Different fabrication procedures are employed to attain a high doping concentration in the 
semiconductor and three of these fabrication procedures are shown in Fig. 18.2.  

Firstly, a high doping concentration in the semiconductor can be attained by alloying a metal 
contact with the semiconductor with the metal contact containing an impurity that acts as a donor 
or acceptor in the semiconductor. For example, AuZn/Au contacts are frequently employed for 
contacts to p-type GaAs (and other III–V arsenides and phosphides) with the Zn acting as an 
acceptor impurity. Another example is the AuGe/Ni/Au contact to n-type GaAs (and other III–V 
arsenides and phosphides) with the Ge acting as a donor impurity.  

 

Secondly, a high doping concentration in the semiconductor can be attained by ion-
implanting the semiconductor with a high concentration of impurities.  
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Thirdly, a high doping concentration in the semiconductor can be attained by highly doping 
the semiconductor with a high concentration of dopants during epitaxial growth.  

Although the above discussion of the fabrication of ohmic contacts is helpful and useful, the 
actual formation of ohmic contacts can be much more complicated: Due to the high temperatures 
that are used during the alloying process, the contact metal can chemically react with the 
semiconductor and form new chemical phases of material (a “phase” is a physically distinct and 
separable portion of matter). For example, in Si technology, the alloying of the contact metal 
with the semiconductor results in the formation of metal-silicides, thereby going much beyond a 
simple doping process of the semiconductor.  

An alternative method to form ohmic contacts is the use of a type of metal with a work 
function that results in a metal-semiconductor barrier height eΦB to be very low so that carriers 
can easily overcome this barrier by thermionic emission.   
 
 

18.2 Tunneling current through a triangular barrier  
We will next calculate the tunneling current through differently shaped barriers. An illustration 
of a rectangularly shaped barrier at different bias voltages is shown in Fig. 18.3 (Simmons, 
1963). The tunneling probability of a single electron can be calculated from the WKB 
approximation which states 

 
[ ]∫= =

B
0

*
B

1– d–)(22–
e

L
x xExUm

T
h

 (18.1) 

where mB* is the effective mass in the barrier material to be tunneled through.  
At high bias voltages, the tunneling barrier becomes triangularly shaped, as shown in 

Fig. 18.3 (c). What is the tunneling current through the triangular barrier? Next, this will be 
calculated using the formalism given by Simmons (1963) and van der Ziel (1976).  

 

The band diagram of an emitter electrode (e.g. a semiconductor) and a triangular barrier (e.g. 
an oxide) is shown in Fig. 18.4. The structure has the potential energy 

 0)( =xU  for x < 0 (18.2a) 

 xeexU E−Φ= B)(  for x ≥ 0 (18.2a) 

where E is the electric field in the tunneling barrier.  
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An electron with energy E, tunneling from the semiconductor through the barrier enters the 
barrier at x1 = 0 and exits the barrier at x2 = (EF + eΦB – E) / (e E ). Thus the exponent in 
Eq. (18.1) becomes  
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Ee

EeEm
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 (18.3) 

Giving a transmission coefficient of  
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The energy E is the energy of electrons, and only those electrons are relevant that are 
incident on the barrier, i.e. those electrons with a positive vx component. Therefore E = ½ ms

*
 vx

2 
= px

2 / (2 ms
*), where ms

* is the electron effective mass in the semiconductor and px is the carrier 
momentum along the positive x direction.  

We now make use of the fact that one electron occupy the phase space “volume” Δx Δy Δz 
Δpx Δpy Δpz = h3/2, so that the concentration of electrons (per unit volume) with momentum 
between px and (px + Δpx), py and (py + Δpy), and pz and (pz + Δpz) is given by (2/h3) dpx dpy dpz. 
Thus the number of arriving electrons at the barrier surface per unit time per unit area is given by  

 zyxx ppp
h

v ddd2
3  for vx > 0 (18.5) 

The associated current density of tunneling electrons is then obtained by integration over all 
momenta and by multiplication with the tunneling probability, i.e.  

 zyxxp xpp
ppppTp

hm
eJ

xyz
ddd)(2

3*
s

∫∫∫=  . (18.6) 

The integration must be carried out for all electrons in the conduction band, that is, over all 
momenta. At the Fermi energy, the electron momentum is given by pF = (2 ms

* EF)1/2. Thus the 
momentum satisfies the condition 
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To integrate with respect to py and pz, we turn to Fig. 18.5 which shows that  

 ( )22
Fdd xzypp

pppp
yz

−π=∫∫  . (18.8) 

Therefore, Eq. (18.6) can be written as 
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Realizing that T(px) is greatest for px ≈ pF and decreases rapidly as px decreases, we introduce the 
new variable θ = pF – px so that the integrant will have appreciable values only near θ ≈ 0. We 
may thus write, with good approximation 

 θ≈xp   (18.10a) 
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where the last of the three equations is found from a Taylor-series expansion in θ that is 
truncated after the linear term. Integrating Eq. (18.9) over θ and no longer over px, the lower 
limit of the integral becomes 0. Since T(pF – θ) decreases rapidly with increasing θ, the upper 
limit of the integral of Eq. (18.9) can be extended to ∞. Substituting into Eq. (18.9), yields    
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where we have used the following mathematical relationship 
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Neglecting the difference in effective mass (i.e. using ms*/mB* = 1), which does not introduce a 
large error, one obtains 
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which is known as the Fowler–Nordheim tunneling formula. This formula is very useful when 
calculating tunneling currents through barriers.  
 

 

18.3 Contact resistance of highly doped ohmic contact 
We will next calculate the resistance of a highly doped ohmic contact. Consider an n-type ohmic 
contact, i.e. a metal-semiconductor junction with a semiconductor, highly doped with donors of 
concentration ND. The band diagram of such an ohmic contact is shown in Fig. 18.6 (a). The 
depletion width, WD, and maximum electric field in the semiconductor, Emax, which occurs at the 
metal-semiconductor boundary, are given by  
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Next, we approximate the barrier by a triangular barrier with the same electric field, as shown in 
Fig. 18.6 (b). Since the thickness of this barrier is given by WB = ΦB / Emax, an additional voltage 
drop across the contact will result in an electric field given by  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Φ

+Φ
ε

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Φ

+=
Φ

+=+=
B

B
D

B
maxmax

B
max

B
max 121)( VNeVV

W
VV EEEEE  (18.15) 

Insertion of the electric field into Eq. (18.13) yields 
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This is the current-voltage characteristic of an ohmic contact. Next, we differentiate J with 
respect to V to obtain the contact resistance. We use 
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and 
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The specific contact resistance, ρc, is then given by  
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As an example, we consider the ohmic contact resistance of n-type GaAs as a function of the 
doping concentration. Using εr = 13.1, ΦB = 0.9 V, and m* = 0.067 m0, we calculate the specific 
contact resistance as a function of the donor concentration. The result is shown in Fig. 18.7.  
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18.4 Resonant-tunneling structures 
Resonant tunneling structures (RTS) consist of two tunneling barriers and a quantum well layer 
between the barriers. Current flows from the one electrode, denoted as emitter, through the 
double barrier structure to the receiving electrode, denoted as collector, as shown in Fig. 18.8. 
Emitter and collector are doped to provide charge carriers for transport. RT structures are usually 
n-type due to the larger quantum energies attainable with the lighter electrons as compared to the 
heavier holes.  

 

The quantum well layer is sufficiently thin so that just one or two quantized states occur in 
the well. The tunneling barriers are sufficiently this so that the tunneling probability through one 
of the barriers is sufficiently large to carry a current density of reasonable magnitude, e. g. in the 
A / cm2 to kA / cm2 range. As a bias is applied to the RTS, the energy of quantum state in the 
center well will change, and, at some bias, the quantum state will be in resonance with electrons 
injected from the emitter. 

Let us first assume that the RTS is biased in such a way that the emitter is in resonance with 
the quantum state in the quantum well. In this case, carriers need to tunnel only through the first 
barrier to reach an allowed state. The tunneling probability can be conveniently calculated by the 
WKB approximation. Recall that the tunneling probability is given by 
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where LB is the thickness of the tunnel barrier. All carriers that tunnel through the first barrier 
and reach the well, will eventually escape from the well and tunnel through the second barrier to 
the lower-energy states of the collector. 

Let us next consider the case that the RTS is biased in such a way that the emitter is not in 
resonance with the quantum state in the quantum well. In this case, carriers need to tunnel 
through the first barrier, the well, and the second barrier to reach an allowed state in the 
collector. Again, the tunneling probability can be conveniently calculated by the WKB 
approximation. However, the carriers need to tunnel much farther. 
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Comparison of the tunneling probabilities for the on-resonance case (Eq. 18.21) with the off-
resonance case (Eq. 18.22) yields that the tunneling probability is different by many orders of 
magnitude. There is a distinct peak in the current-voltage characteristic is expected when the 
resonance condition is satisfied. 

The current-voltage (I-V) curve of a resonant tunneling structure is shown in Fig. 18.9 for 
different bias conditions. The I-V curve exhibits a clear peak and decreases again at higher bias 
voltages. If an RTS has several levels in the well, several peaks in the I-V characteristic might be 
observed. However, if the well has several levels the energy spacing between them is reduced 
and any broadening mechanism will obscure the manifestation of distinct peaks. 
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Potential drops in a resonant tunneling structure 
There are different contributions to the potential drop in a resonant tunneling structure. Assume 
that the RTS is under bias and a potential drop occurs at the resistive region, i. e. the double 
barrier region. The different potential drops are shown in Fig. 18.9.  

As the bias is applied to the structure an accumulation layer forms at the emitter of the RTS. 
Band bending is induced by free carriers accumulating in front of the first barrier. At the 
collector side, the band bending is induced by a depletion region, i. e. by fixed donor charges. In 
the center well region, a small stored charge will be stored if a current flows across the double 
barrier structure. At all boundaries, the electrostatic boundary condition must be fulfilled, 
namely that the normal component of the electric displacement D = ε E be continuous.  

The total potential drop is a sum of the potential drops in the accumulation layer, the barrier 
and well region, and the depletion region. We assume that the electric field in the first barrier is 
given by E. We next calculate the different potential drops in the RTS.  

The electric field at the emitter-barrier layer interface in the emitter layer is given by the 
boundary condition εEmit EEmit = εB E due to the boundary condition. For simplicity, we assume 
that the semiconductors forming the RTS have the same dielectric constant so that εEmit = εB and 
thus EEmit = EB, i. e. the electric field is continuous at the boundaries. The potential in the 
accumulation layer of the emitter is shown in Fig. 18.10. The band bending in the accumulation 
layer is caused by the electrons in the accumulation layer. Thus the total charge in the 
accumulation ayer is given by Gauss’ law 

 
ε

=
2D
accne

E  (18.23) 

where nacc
2D is the density of electrons per unit area in the accumulation layer. 

 

Due to the narrow size of the triangular accumulation layer potential, size quantization 
occurs. A suitable wave function for electrons in the accumulation layer is the Fang-Howard 
wave function (which was discussed earlier). The ground-state energy level is given by 
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Assuming that the quantum well has only one quantized state, the Fermi level can be inferred 
from the electron concentration according to 

 EEfEn
E

d)()( FD
2D2D

acc
0

ρ= ∫
∞

 (18.25) 

where ρ2D is the two-dimensional density of states. In the high-density approximation, this 
simplifies to 
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Thus the accumulation potential is given by 
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We have thus expressed the voltage drop in the accumulation layer as a function of the electric 
field. 

Next we determine the potential drop in the center regions of the RTS. We first assume, that 
the charge stored in the well is negligibly small. Then, the potential drops in the first barrier, the 
well, and the second barrier are simply given by 

 B1B1 LV E= , WW LV E= , and B2B2 LV E=  . (18.28) 

If the charge in the well is taken into account, the electric field in the second barrier is further 
increased by that charge. The increase can be calculated from Gauss’ law. The charge in the 
center well will be discussed in detail below. 

The potential drop in the collector layer is caused by the charged depletion layer. If the 
collector is doped with a donor concentration ND, and the electric field in the collector at the 
barrier-collector boundary is given by E, then Gauss’ law yields the thickness of the depletion 
layer 

 DD / NW Eε=  (18.29) 

Using Poisson’s equation, one obtains the potential drop in the depletion layer 

 2
DDdep 2

WNeV
ε

=  . (18.30) 

The total voltage applied to the device is the sum of the different potentials discussed above, i. e.  

 depB2WB1acc VVVVVV ++++=  . (18.31) 

We thus can determine the relationship between the electric field in the RTDs and the applied 
voltage.  
 

The attempt to escape model 
Assume that an electron has tunneled through the emitter barrier and is confined by the quantum 



Chapter 18 - Tunneling structures 

© E. F. Schubert Chapter 18 – page 11

well. The electron confined by the well has a kinetic energy and thus bounces back and forth 
between the two barriers. Each time the electron impinges on the barrier, it attempts to escape 
from the well. However, due to the low tunneling probability, the electron is unlikely to escape 
from the well at its first attempt. After sufficiently many attempts, the electron will eventually 
escape from the well. It will escape through the second barrier into the collector due to the 
availability of unoccupied states in the collector. The escape to the emitter is unlikely because 
electrons in the accumulation layer occupy states with the same energy as the electrons in the 
well. 

The rate of attempts to escape from the quantum well can be derived from the kinetic energy 
of electrons in the well. Assume that electrons in the well have a state energy E0 with respect to 
the bottom of the well. Using the infinite well-approximation, the energy and the k value of the 
electron are related by 
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Thus the electron velocity is give by 
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The attempt rate of the electron to escape through the exit barrier is then given by 
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where we have used the infinite well approximation to express LQW in terms of E0. Each attempt 
has a success probability of T, the tunneling probability. Thus the rate of successful attempts is 
given by 

 TETA
hπ

= 02  . (18.35) 

The inverse of the rate of successful attempts is the lifetime of the electron in the well, that is, 

 ( )
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0

1
2

hπ
==τΔ −  . (18.36) 

The finite lifetime of electrons in the well leads, according to the uncertainty principle, to a 
broadening of the quantum state in the well. Since the uncertainty principle is given by 
ΔE Δτ ≈ h, the quantum state has the width 
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TEE 02h  . (18.37) 

The broadening of the energy level is schematically shown in Fig. 18.11. The broadening of 
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the energy level leads to a broadening of the voltage resonance. The width of the voltage 
resonance is then given by ΔV = ΔE / e. Calculating the width of the energy resonance for a 
typical resonant tunneling structure reveals that the calculated energy resonance broadening is 
much smaller than the linewidth of the voltage peak of a typical resonant tunneling structure. 
This is because other broadening mechanisms cause additional broadening of the current peak in 
the I-V characteristic. The additional broadening mechanisms include the thermal energy 
distribution of carriers in the emitter, any random fluctuations of the quantum barriers or the 
quantum well width, or any compositional fluctuations of the barrier and well materials. 

 

 
Exercise: Linewidth of the current resonance in an RTS. Calculate the linewidth of the current 
peak in a typical AlxGa1–xAs / GaAs resonant tunneling structure with x = 30 %, LB = 40 Å, and 
LQW = 100 Å. Compare your result to typical experimental linewidths in RTS which are several 
tens of meV at low temperatures and several hundreds meV at room temperature.  
 
Solution:  
It is m* = 0.067 m0 and thus E0 = (ħ / 2m*) (π / LQW)2 = 56.3 meV. The barrier energy is 
U = ΔEC = (2/3) ΔEg = (2/3) (1.247 × 0.3) = 250 meV. Thus the tunneling probability is given by    
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The linewidth is given by  

ΔE = (2 E0T / π) = 0.338 meV . 

The theoretical linewidth is much smaller than experimental linewidths in RTS. Typical 
experimental linewidths are several tens of meV at low temperature and several hundreds of 
meV at room temperature. 
 
 
Exercise: Resonant tunneling structures. Suggest some ways to improve the peak-to-valley 
current ratio of resonant tunneling structures. Explain the dependence of the peak-to-valley ratio 
on the emitter doping concentration and the measurement temperature. 
 
 

Resonant tunneling structures with a parabolic well  
Resonant tunneling structures with a parabolic well have been demonstrated as well. In a 
parabolic well, the energy levels are equidistant. Such equidistance is indeed confirmed in 
current-voltage measurements that are shown in Fig. 18.12.   
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19 
 
 

Electronic transport 
 
 
This chapter discusses the transport of carriers in a solid-state material, particularly in 
semiconductors. Carrier motion is directed, when carriers are driven by the force of an electric 
field. We call such motion of carriers the drift motion.  Carrier motion is undirected when 
carriers, driven by their thermal energy, randomly diffuse without a preferential direction. We 
call such motion of carriers the diffusion motion. This chapter discusses the carrier transport in 
semiconductors and other solid-state materials.   

 
19.1 Electrons in an electric field 

Let us consider an electron with mass m* and the negative charge – e being subjected to an 
electric field E. As a result of the electric field the electron experiences the force 

 EeF −=  . (19.1) 

As a result of the force, the electron is accelerated. By influence of the lattice, the electron is 
decelerated. This balance of acceleration and deceleration is schematically shown in Fig. 19.1. 
Thus in an electric field, electrons drift with a constant velocity, i.e.  

 Eμ−=dv  (19.2) 

where vd is the electron drift velocity and μ is a proportionally constant called the electron 
mobility.  

 

We next will evaluate the electron mobility by considering the influence of the electric field 
on the electron momentum, p, which leads to the acceleration of the electron, and the influence 
of scattering events with the lattice, which leads to a deceleration of the electron. We will 
require that in the steady state, the change in electron momentum due to the accelerating electric 
field is equal to the change in electron momentum due to the decelerating lattice scattering.  

We learned from our quantum-mechanical considerations that a quantum mechanical process 
has a transition probability per unit time (i.e. the transition rate, e.g. from state i to a state j, 
which was given by Fermi’s Golden Rule). The inverse of the transition probability per unit time 
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is the lifetime of the electron in that state, τ, or briefly the scattering time, τ. Because the 
electron’s momentum is randomized during the scattering event, the time τ is also referred to as 
the momentum-relaxation time.  

The change in electron momentum due to the electron-accelerating electric field within the 
time interval Δt is given by  

 tetFtamt
t
vmt

t
p

Δ−=Δ=Δ=Δ=Δ E*
d
d*

d
d

fieldelectric
 (19.3) 

where a is the acceleration of the electron subjected to an electric field, as shown in Fig. 19.1.  
To calculate the decelerating rate of change in electron momentum, we consider the 

probability distribution of a quantum mechanical transition, which is the exponential 
distribution, as shown in Fig. 19.2.  

 

Consider a group (or an ensemble) of initially N0 particles that are subject to a quantum 
mechanical transition such as a scattering event. The number of un-scattered particles decrease 
according to N(t) = N0 exp (– t / τ). In the steady state, the number of particles in a given state is a 
constant, i.e. the particles transitioning out of the state is equal to the number of particles 
transitioning into that state. The number of particles transitioning out of the state is given by the 
initial slope of the curve, i.e. by N0 / τ. Thus the change in momentum of the ensemble of carriers 
due to scattering within the time interval Δt is given by  
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Thus the average change in momentum of one carrier due to scattering within the time interval 
Δt is obtained by dividing both sides of the equation by N0. One obtains  

 tpt
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d
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scattering
 . (19.5) 

Because we require that in the steady state, the change in electron momentum due to the 
accelerating electric field is equal to the change in electron momentum due to the decelerating 
lattice scattering, we equate Eqs. (19.3) and (19.5) and obtain  
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 (19.6) 
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or 

 τ=− /peE  . (19.7) 

Using that the momentum and the drift velocity are related by p = m* vd and solving for the drift 
velocity yields 

 E
*d m

ev τ
−=  (19.8) 

Comparing this equation with Eq. (19.2) yields 

 
*m

eτ
=μ   (19.9) 

where τ is the momentum-relaxation time. The equation shows that carriers are highly mobile, 
when their mass is light-weight and scattering times are long.  

The mobility of carriers is instrumental in determining the maximum speed of operation of a 
semiconductor device. Undoped Si has an electron mobility of 1500 cm2/Vs, whereas undoped 
GaAs has an electron mobility of 8500 cm2/Vs. This is the primary reason that GaAs is the 
device with the better high-speed capability than Si. In high-speed multi-GHz applications such 
as cellular telephony, compound semiconductor devices are found in the high-power transmitter 
stages.  

In addition, a high mobility allows one to reduce parasitic resistances in semiconductor 
devices. Low parasitic resistances result in low-noise operation, because each resistor is a source 
of white noise (thermal noise).  This is the primary reason that GaAs is the device with the better 
noise performance than Si. In high-speed multi-GHz applications such as satellite 
communications and cellular telephony, compound semiconductor devices are found in the low-
noise receiver stages. Table 19.1 gives the electron and hole mobilities in common lightly-doped 
semiconductors at room temperature.   

 
Material Electron mobility 

(cm2
 / (Vs)) 

Hole mobility 
(cm2

 / (Vs)) 
GaAs 8000 320 
GaN 1800 30 
GaP 110 70 
InP 5600 150 
Si 1360 460 
Ge 3900 1900 
α-SiC 400 50 

Table 19.1: Electron and hole mobilities at room temperature in semiconductors having a 
low doping concentration.  

 
 
Exercise: Low-field drift and thermal velocity. Calculate the thermal velocity of electrons in 
GaAs (me* = 0.067 me) at room temperature. Also calculate the drift velocity of electrons in 
GaAs (μ = 8000 cm2/Vs) in an electric field of E = 100 V/cm. What do you conclude from this 
comparison?  
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Solution:  
Thermal velocity: Using Ekin = ½ m vth

2 = (3/2) kT, one obtains vth = 4.5 × 107 cm/s 
Drift velocity: Using vdrift = μE, one obtains vdrift = 8.0 × 105 cm/s 

 

 For low electric fields, the drift velocity is much lower than the thermal velocity. The 
trajectory of a drifting electron is as shown in Fig. 19.3. Scattering, i.e. the exchange of 
energy between the electron and the crystal lattice, therefore is mostly determined by the 
thermal velocity and thus can be assumed to occur at regular time intervals, i.e. at the 
scattering time, as shown in Fig. 19.1, and does not depend on the electron velocity.   

 

 

19.2 Matthiessen’s rule  
Let us assume that we have different carrier-scattering mechanisms, for example the scattering 
by the crystal lattice (lattice vibrations or phonons) and scattering by ionized impurities. We 
attribute to each scattering mechanisms a scattering time and a corresponding mobility, that is  
 

Acoustic phonon scattering μAC 
Optical phonon scattering μOP 
Ionized impurity scattering μII 
Neutral impurity scattering μNI 

 
What will be the resulting carrier mobility when multiple scattering mechanisms occur? This 
question was answered by a rule developed by Matthiessen (1906). This rule states 

 K+
μ

+
μ

+
μ

+
μ

=
μ NIIIOPAC

11111  .  (19.10) 

Inverse mobilities can be considered the hindrances that hinder carriers in their motion. 
Matthiessen’s rule implicates that hindrances add up. The validity of the rule is limited to the 
case when the different scattering mechanisms are independent. We can generalize Matthiessen’s 
rule by writing:  

 
i

i μ
=

μ ∑ 11    (Matthiessen’s rule) . (19.11) 

 
Exercise: Scattering time and mean free path.  
(a) Calculate the scattering time for electrons in GaAs (me* = 0.067 me) with a mobility of 

8000 cm2/Vs. 
(b) Calculate the mean free path of thermal motion. 
(c) Compare the mean free path with the atomic distance and explain result.  
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Solution:  
(a) Scattering time is given by τ = μ me* / e = 0.30 ps 
(b) Mean free path = vth × τ = 4.5 × 107 cm/s × 0.30 ps = 13 × 10–6 cm = 1300 Å 

 (c) The mean free path is much larger than the inter-atomic distance and the lattice constant, 
so it takes many periods of the lattice to scatter an electron.   

 
 

19.3 Scattering mechanisms and low-field mobilities 
In a solid-state material such as a semiconductor, there are different scattering mechanisms such 
as (i) ionized impurity scattering, (ii) neutral impurity scattering, (iii) acoustic phonon scattering, 
(iv) optical phonon scattering, and (v) alloy scattering. These mechanisms will be discussed 
below.  

Ionized and neutral impurity scattering 
Ionized impurity scattering (∝ 1/μII) is due to the coulombic interaction between a charge 

carrier and a charged impurity atom. Because the coulombic interaction is very strong, ionized 
impurity scattering is a most important scattering mechanism in semiconductors.  

Neutral impurity scattering, which lacks the strong coulombic interaction of ionized impurity 
scattering, can be due to the different size, bonding structure, and electronegativity of the 
impurity atom compared with the regular lattice atom. Because neutral impurity scattering lacks 
strong coulombic interaction, it is much weaker than ionized impurity scattering. For this reason, 
we will restrict our considerations to ionized impurity scattering.  

Ionized impurity scattering in semiconductors is governed by the same physical principles as 
Rutherford scattering. In both scattering processes, the trajectory of a charged particle is diverted 
by the interaction with another charged particle. The coulombic interaction of two charged 
particles is strongest for small distances between the interacting particles and a long interaction 
time.  

 

How does ionized impurity scattering depend on temperature? The question can be answered 
by inspection of Fig. 19.4 which shows electrons propagating on hyperbolic curves, that is, the 
trajectories are straight lines sufficiently far away from the impurity. At low electron velocities, 
the electron will be close to the impurity for a long time and thus the coulombic interaction has a 
long duration, thereby strongly deflecting the electron from its path. At high electron velocities, 
the electron will be close to the impurity for a short time and thus the coulombic interaction has 
a short duration, thereby weakly deflecting the electron from its path.  A long interaction time is 
given for slowly moving electrons, that is, for a non-degenerate carrier gas at low temperatures. 
The low-temperature mobility is therefore a measure of the impurity and defect content in 
semiconductors. 

 



Chapter 19 – Electronic transport 

© E. F. Schubert Chapter 19 – page 6

Exercise: Trajectories of electrons scattered by an ionized impurity. The analysis of the 
trajectories of electrons shows that electrons propagate on hyperbolic curves when scattered by 
an impurity. A characteristic of hyperbolic curves is that they have two straight-line asymptotes. 
Give another example as to where in nature hyperbolic curves occur!   
 

Solution: One example is the hyperbolic trajectory of an outer-space comet that approaches 
the earth, interacts with the earth’s gravitational force, and the leaves the earth’s gravitational 
sphere of influence.  

  Another example is Rutherford scattering, i.e. when a charged atomic particle, e.g. 
a He nucleus, is accelerated towards a group of atoms and is scattered by the repulsive 
coulombic force of another nucleus.   

 
 

The thermal electron velocity increases with temperature as can be deduced from the 
equation: Ekinetic = (1/2) mv2 = (3/2) kT. As the velocity of a mobile carrier increases with 
temperature, ionized impurity scattering becomes less relevant, because at high velocities the 
duration of coulombic interaction between impurity and carrier is short. Note that in highly 
doped semiconductors, the Fermi velocity rather than the thermal velocity is the relevant 
velocity. 

A detailed analysis reveals the dependence of ionized impurity scattering on temperature as 

 2/3
II T∝μ  (19.12) 

That is, ionized impurity scattering (∝ 1 / μII) decreases with increasing temperature. 
Ionized impurity scattering also depends on the concentration of ionized impurities (or 

dopants) and thus increases as the concentration of impurities increases. Naively, one would 
assume that ionized impurity scattering is directly proportional to the number of ionized 
impurities, i. e.  

 1
IIII

−∝μ N  (19.13) 

However, the dependence is weaker due to the effect of screening. The following dependence 
has been found 

( )α−∝μ 1
IIII N   where α < 1 (19.14) 

At a given temperature, the mobility decreases as the doping concentration increases. This can be 
verified in Fig. 19.5, which shows experimental carrier mobilities in silicon at room temperature.  

The mobility due to ionized impurities was calculated by Conwell and Weisskopf (1950) and 
later by Brooks and Herring (Brooks, 1955). A review on ionized impurity scattering was given 
by Chattopadhyay and Queisser (1981). While Conwell and Weisskopf (CW) used unscreened 
Coulomb potentials, i. e. V = e / ( 4π ε r ), Brooks and Herring (BH) used screened Coulomb 
potentials, i. e. V = (e / 4π ε r ) srr /e− , where rs is the screening length.  

The ionized impurity mobility in the Conwell–Weisskopf approximation is given by 
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where NII is the concentration of ionized impurities. 

 

The Brooks – Herring approach, which includes the screening of impurities by free carriers, 
yields for the ionized impurity mobility 
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The parameter βBH is given by 
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where rD = ( ε k T / e2
 n )1/2 is the Debye screening length, and n is the free carrier concentration. 

For degenerately doped semiconductors, the Debye screening length must be replaced by the 
Thomas – Fermi screening length and the thermal energy must be replaced by the Fermi energy. 

Both the CW and the BH approach predict a temperature dependence of approximately 

 2/3T∝μ  (19.18) 

i. e. an increasing mobility with temperature. For a non-degenerate semiconductor the 
experimental mobility indeed approaches zero for T → 0. In degenerately doped semiconductors, 
the Fermi velocity is larger than the thermal velocity at sufficiently low-temperatures and the 
mobility is expected to remain constant in the low-temperature regime. Note that a qualitative 
discrepancy exists between the CW and the BH approximation with regard to their density 
dependence. While the CW-mobility decreases continuously at high concentrations, the BH-
mobility first decreases with impurity density but then increases again at very high impurity 
concentrations (Seeger, 1982). The increase in the BH-mobility is due to screening of the ionized 
impurity potentials. However, it is not clear if this postulated increase in mobility has ever been 
observed experimentally.  

Phonon scattering 
Phonons are quantized lattice vibrations. Consider a one-dimensional (1D) chain of atoms 
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containing two types of atoms, e.g. the anions and cations in a III–V semiconductor. There are 
four types of phonons in a 1D chain of atoms, namely the transverse acoustical type (TA), the 
longitudinal acoustical type (LA), transverse optical type (TO), the longitudinal optical type 
(LO). Figure 19.6 schematically illustrates the four modes of oscillation in a 1D chain of atoms. 

Generally, sound waves propagate in materials by means of LA and TA phonons and they 
are therefore referred to as “acoustical phonons”. Now consider the excitation of atoms by an 
optical electric field. Due to the different electronegativity of adjacent atoms in a di-atomic 
lattice, these atoms will move in opposing directions when excited by the optical field, and TO 
and LO phonons are therefore referred to as “optical phonons”.  

 

 

The schematic phonon dispersion relation of a di-atomic 1D lattice is shown in Fig. 19.7. 
The dispersion relation can be derived using Newtonian mechanics; however, we will not 
perform the derivation here. Generally the highest energy phonons are LO phonons and they 
provide the energy loss mechanism of high-energy electrons, e.g. electrons propagating with the 
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saturation drift velocity. The associated LO phonon emission lifetime is very short, typically 
100 fs.  

 

Exercise: Phonons: A phonon is a quantized lattice vibration. Electrons loose or gain energy by 
emitting or absorbing a phonon, respectively.  
(a) What is the direction of motion of adjacent atoms for TA, LA, TO, and LO phonons?  
(b) Which type, acoustical or optical type of oscillation has the greater energy? 
(c) What is the phase and group velocity of TA and LA phonons?  
(d) Is energy of lattice vibrations quantized?  
(e) How are phonon frequency and energy related? 
 

Solution:  
(a) Adjacent atoms are displaced in the same and opposite directions for acoustical and 

optical phonons, respectively.  
(b) Optical phonons possess the greater energy. 
(c) The phase and group velocity can be inferred from the dispersion relation using 

vphase = ω/k and vgroup = dω/dk.  
(d) Yes, the energy of a phonon, just like the energy of any other quantum particle, is 

quantized.  
 (e) The energy of acoustical phonons increases as the frequency of oscillation increases. 

Optical phonons generally have a higher energy due to their inherently higher frequency 
of oscillation.  
 
 

Acoustic phonon scattering  
Acoustic scattering is due to the emission or absorption of phonons. Acoustic phonon 

scattering (∝ 1/μAC) increases with temperature. This is because there are more phonons around 
at high temperatures compared with low temperatures. A detailed analysis gives the following 
relation:    

 2/3
AC

−∝μ T  (19.19) 

At any doping concentration, the mobility decreases as temperature increases. At low doping 
concentrations, the mobility is mostly affected by acoustic phonon scattering. At high doping 
concentrations, the mobility is affected by both impurity and phonon scattering. 

 
Optical phonon scattering  

Optical phonon scattering (∝ μOP) occurs when carriers have substantial kinetic energy. 
Longitudinal optical (LO) phonons have an energy of e.g. hνLO = 36 meV (for GaAs). To emit an 
LO phonon, the carrier must have an energy greater or equal to hν LO.  
 
Experimental results  

The electron mobility in n-type silicon versus temperature for different doping 
concentrations is shown in Fig. 19.8 (Ieong, 2006). Note that for low temperatures, impurity 
scattering dominates and for T → 0, the mobility approaches zero. Similarly, for very high 
temperatures (>> 300 K), phonon scattering dominates and for T → ∞, the mobility approaches 
zero. The calculated electron mobility in moderately doped bulk n-type GaAs is shown in 
Fig. 19.9 (after Wolfe et al., 1970). In addition to ionized impurity scattering, neutral impurity, 
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piezoelectric, deformation potential, and polar optical phonon scattering are shown. The 
combined mobility is also included and is obtained from the sum of the individual scattering 
mechanisms according to Matthiessen’s rule. The mobility has a maximum at a temperature of 
approximately 40 K.   

 

 

Alloy scattering 
Alloy scattering occurs in all semiconductor random alloys such AlxGa1–xAs, Ga1–xInxN, or 

SixGe1–x. Alloy scattering is generally caused by the random distribution of atoms, for example 
the random distribution of Al and Ga on the cation sites of AlxGa1–xAs. By definition, alloy 
scattering is absent in elemental and binary compound semiconductors such as Si and GaAs.  

Consider AlxGa1–xN at the doping levels ND = 1017 cm–3, 1018 cm–3, and 1019 cm–3. Let us, for 
simplicity, assume that the mobility in AlN is about 1/3 of the mobility in GaN. Using the 
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mobility data shown in the following Section (see future Fig. 19.11), the electron mobilities of 
the binary compounds are given by 

ND = 1017 cm–3  μn,GaN = 900 cm2/Vs  μn,AlN = 300 cm2/Vs 
ND = 1018 cm–3  μn,GaN = 300 cm2/Vs  μn,AlN = 100 cm2/Vs 
ND = 1019 cm–3  μn,GaN =   90 cm2/Vs  μn,AlN =   30 cm2/Vs 

 In the absence of alloy scattering, the electron mobility in AlxGa1–xN would just be the linear 
interpolation between the two mobility values, i.e.  

 GaNn,AlNn,AlGaNn, )1( μ−+μ=μ xx  . (19.20) 

In the presence of alloy scattering, the above mobility and the alloy scattering mobility need 
to be added in accordance with Matthiessen’s rule. The alloy scattering mobility is given by 
(Look et al., 1992; Morkoc, 1999) 

 
kTmVeVxx

e
2/52

alloycation

42/12/3
alloy

*)()()1(3
2

−

π
=μ

h   (19.21) 

where Vcation is the volume occupied by one cation and Valloy is the alloy disorder parameter 
measured in volts. The volume occupied by one cation is given by Vcation = 2/Natom where Natom is 
the total atom concentration (cation plus anion) in GaN. Using the GaN value of Natom = 
8.76 × 1022 cm–3, one obtains Vcation = 2.28 × 10–23 cm3.  

The alloy disorder parameter is a critical parameter in determining alloy scattering and the 
parameter must be related to the potential fluctuations introduced by the random distribution of 
cations. Although the alloy disorder parameter has been related to the difference in 
electronegativity of the two cations, Al and Ga, the parameter usually serves as a fitting 
parameter with typical values of Valloy = 0.5 – 1.0 V.  

Alloy scattering is proportional to x (1 – x), i.e.  μalloy
–1

 ∝ x (1 – x), indicating that alloy 
scattering is absent at x = 0 and 1.0 and also indicating that alloy scattering has a maximum at 
x = 0.5.  

To calculate the electron mobility in AlGaN, the electron effective mass in AlGaN is needed 
in Eq. (19.21). Using a linear interpolation, we have  

 ee
*

GaNe,
*

AlNe,
*

AlGaNn, 20.0)1(40.0)1( mxmxmxmxm −+=−+=  . (19.22) 

The above set of parameters allows us to calculate the electron mobility in AlGaN and the result 
is shown in Fig. 19.10. Inspection of the figure reveals that alloy scattering introduces a concave 
bowing that is proportional in magnitude to the alloy disorder parameter.  
 
Summary of scattering mechanisms: 

 (1) Scattering by phonons occurs at all finite lattice and electron temperatures. Scattering by 
optical phonons dominates the mobility at temperatures > 300 K.  

(2) Neutral and ionized impurity scattering. The scattering by neutral impurities is much 
weaker than the scattering by ionized impurity atoms due to the lack of Coulomb charge.  

(3) Deformation potential and piezoelectric scattering are minor scattering mechanisms 
(see Fig. 19.9).  
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(4) Alloy scattering due to random distribution of Al and Ga in the alloy AlxGa1–xAs is a 
scattering mechanism in all alloy semiconductors. It can be a significant scattering 
mechanism (see Fig. 19.10). 

 

 
Supplementary note: When discussing scattering mechanisms, we distinguish between 
momentum relaxation time and energy relaxation time. In the formula μ = e τ / m*, τ  is the 
momentum relaxation time, as discussed earlier. What is the difference between the momentum 
and energy relaxation time? 

Ionized impurity scattering is an elastic scattering mechanism and it can completely 
randomize (“relax”) the momentum of an electron without affecting its energy. In contrast, 
phonon scattering is an inelastic scattering mechanism and thus leads to a momentum and energy 
loss of the electron. Therefore, the momentum-relaxation time is generally shorter than the 
energy-relaxation time. This consideration is relevant for velocity overshoot considerations in 
sub-micron FETs (see, for example, Chou et al., 1985).   

 
 

19.4 Phenomenological mobility modeling 
Experimental mobilities as a function of the doping concentration can be described with good 
accuracy by  

 ( ) 3/2
2/1D

HCLC
HCn

/1 NN+

μ−μ
+μ=μ  (19.23) 

where μLC is the low-concentration mobility, μHC is the high-concentration mobility, ND is the n-
type doping concentration, and N1/2 is the concentration at which the mobility is reduced by 
approximately a factor of two as compared to  the low-concentration mobility.  
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At low concentrations, the denominator in Eq. (19.23) has unit value and the mobility is 
given by μLC. At high concentrations, the denominator is approximately (ND / N1/2)2/3 so that the 
mobility decreases by a factor of (10)2/3 ≈ 4.6 per order of magnitude of doping concentration. At 
very high concentrations, the mobility approaches μHC. Below, we give common fitting 
parameters for n- and p-type GaN:  

n-type GaN: μLC = 1800 cm2/Vs μHC = 10 cm2/Vs N1/2 = 1.0 × 1017 cm−3  
p-type GaN: μLC ≈     40 cm2/Vs μHC ≈   1 cm2/Vs N1/2 ≈ 1.0 × 1017 cm−3  

 

Figure 19.11 shows experimental electron mobilities in n-type GaN and the theoretical fit. 
Comparison of experiment and theory shows that the fitting formula works very well for n-type 
GaN at room temperature.  

Additional mobility-versus-doping-concentration formulas, including the temperature 
dependence, can be found, for example, in device simulation software manuals (Silvaco, 1997). 
For the modeling of mobility, see also Piprek (2003).  

 

19.5 Saturation velocity 
While the drift velocity and the electric field are linearly related at low electric fields, the drift 
velocity saturates at high electric fields. This is shown for GaAs and Si in Fig. 19.12. At fields of 
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E > 10 kV/cm, the velocity is approximately 1 × 107 cm/s, and it does not increase further with 
the electric field.  

We also note that the GaAs velocity-field characteristic has a maximum at the electric field 
of about 3 kV/cm and a regime of negative differential conductivity at about 5 kV/cm, before the 
velocity ultimately saturates.  

The saturation of the drift velocity can be explained as follows: At very high fields, the 
carrier kinetic energy of rapidly propagating carriers becomes so large, that they are immediately 
scattered by optical phonons. At even higher fields, i.e. when carriers are more rapid accelerated, 
scattering by optical phonons occurs even more rapidly. This situation is shown in Fig. 19.13. 
Inspection of the figure reveals that the drift velocity does not increase with electric field, i.e. the 
drift velocity saturates.  

 

Inspection of the GaAs velocity-field characteristic reveals that it has a maximum and a 
regime of negative differential resistance. This can be explained as follows: The conduction band 
structure of GaAs has, in addition to the central valley (the Γ valley at k = 0) an additional L and 
X valley, as illustrated in Fig. 19.14 (a).  

At high electric fields, carriers gain sufficient energy to populate the L valley, as illustrated 
in Fig. 19.14 (b). The L valley has a lower curvature than the Γ valley. As a consequence, the 
electron mass in the L valley is much heavier and the mobility is much lower than in the Γ 
valley. In addition, the density of states in the L valley is much higher than in the Γ valley. These 
factors result in the L valley to become increasingly populated so that a negative differential 
resistance region occurs on the velocity-field characteristics of GaAs.  
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19.6 Diffusion (Brownian motion)  
Whereas drift is a directed motion in an electric field, diffusion is the random movement of 
carriers that occurs due to their thermal energy. The random movement is caused by carriers 
having a kinetic energy of (3/2) kT. Only for low temperatures, T → 0, the thermal motion comes 
to a halt.  

Diffusion was first observed and reported by Robert Brown, a Scottish botanist in 1827 using 
the microscope shown in Fig. 19.15 (a). Under the microscope minute particles, such as pollen or 
coal dust, apparently moved randomly around without cessation, as illustrated in Fig. 19.15 (b). 
Brown was fascinated and, without understanding the movement, reported it to the scientific 
community. What was driving these particles to move about? Was there a secret force at work or 
was this, after all, the true origin of life? Other scientists reproduced the observation and 
confirmed the finding. Because no one knew what was driving the particles, the movement was 
called Brownian motion. To date, we understand that Brown observed the diffusion of particles. 
However, at Brown’s time, the physical process of diffusion was unknown, so that diffusion and 
Brownian motion are synonyms.  

 

Diffusion is a very basic phenomenon which occurs, for example, under the following 
circumstances: 

• Diffusion of electrons and holes in semiconductors 
• Diffusion of impurity atoms in semiconductors, especially at high temperatures 
• Heat diffusing in a material 
• Popular examples for diffusion are also the distribution of perfume scent in a room, a droplet 

if ink in a glass of water, or a droplet of milk in a cup of coffee.  

The diffusion equation is given by:  

 nD
t
n 2

n ∇=
∂
∂  (19.24) 

where n is the electron concentration, D is the diffusion constant, and ∇ = (∂/∂x, ∂/∂y, ∂/∂z). For 
a one-dimensional situation, the diffusion equation reduces to  

 2

2
n

)()(
x

xnD
t
xn

∂

∂
=

∂
∂  . (19.25) 

Let us assume that the carriers considered here, i.e. electrons, are minority carriers injected into a 
majority carrier region (p-type region). In this case electrons will disappear by recombining with 
holes. That is, electrons will change in concentration over time not only by diffusing away but 
also by recombining. In this case, an additional term is added to the diffusion equation 
representing the recombination of electrons. The diffusion equation is then given by 
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where τn is the minority carrier lifetime.  
Using the boundary condition n(x < 0) = Δn and n(x ≥ 0) = 0, as shown in Fig. 19.16, the 

solution of the diffusion equation is given by  

 D/e)( Lxnxn −Δ=   with nnD τ= DL  (for x ≥ 0) (19.27) 

The solution is illustrated in Fig. 19.16.   

 

19.7 The Einstein relation   
It is intuitively clear that a particle that diffuses rapidly will also drift rapidly under the influence 
of an electric field. This suggests that the diffusion constant and the mobility are proportional to 
each other. The diffusion constant of electrons and holes and their mobility are related by the 
Einstein relation which is give by  

 μ=
e

kTD   (Einstein relation)  (19.28) 
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We will prove the Einstein relation by considering electrons in an unbiased pn junction 
region where the carriers are subject to the internal electric field of the pn junction as shown in 
Fig. 19.17. We will calculate the diffusion current and the drift current and use the condition that 
these currents must cancel under equilibrium conditions.  
Diffusion current: Using the Boltzmann distribution for carriers, the carrier concentration is 
given by   

 ( ) kTExENxn /)(
c FCe)( −−=  (19.29) 

Because EC(x) is a function of position, a gradient of carriers exists, and the diffusion current 
density is given by  

 
x
xnDeJ

d
)(d

ndiffusion =  (19.30) 

Insertion of Eq. (19.29) into Eq. (19.30) yields 

 ( ) ( )
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NDeN
x
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Drift current: The drift current of electrons is given by   

 ( )
x

xE
e

NexneJ kTExE
d

)(d1e)( C
n

/)(
cndrift FC μ=μ= −−E  (19.32) 

where E is the electric field in the region considered here. 
Using that under equilibrium conditions | Jdrift | = | Jdiffusion |, we can equate Eqs. (19.31) and 

(19.32) and obtain the Einstein relation D = (kT / e) μ, which concludes our proof.   
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20 
 
 

Selectively doped heterostructures 

20.1 Selectively doped heterostructure basics 
 
Selectively doped heterostructures, also called modulation-doped heterostructures, are 
structures which consist of a doped wide-gap semiconductor and an undoped narrow-gap 
semiconductor. Selectively doped heterostructures were first realized by Stormer et al. (1978) 
and Dingle et al. (1978) in an attempt to reduce scattering of carriers by ionized impurities. The 
electron mobilities obtained in AlxGa1–xAs/GaAs heterostructures at low temperatures can 
exceed 107 cm2/Vs (Pfeiffer et al., 1989). 

The band diagram of a selectively doped n-type heterostructure is shown in Fig. 20.1 (a) and 
(b) before and after the electron transfer to the narrow-gap material, respectively. The structure 
consists of a doped wide-gap semiconductor and an undoped narrow-gap semiconductor. 
Because the conduction band edge of the narrow-gap semiconductor can be generally assumed to 
be lower in energy, electrons originating from donors in the wide-gap semiconductor transfer to 
the narrow-gap semiconductor. The transferred electrons form a quantized, two-dimensional 
electron gas (2DEG) located at the interface.  

 

Because electrons are spatially separated from their parent ionized impurities, ionized 
impurity scattering is reduced as compared to doped bulk semiconductors. The electron mobility 
is especially enhanced at low temperatures where ionized impurity scattering is the dominant 
scattering mechanism. At room temperature, the mobility enhancement is still significant thereby 
allowing semiconductor structures with otherwise unattainable high carrier mobilities. 

The increase the electron-to-donor separation further, a spacer layer is introduced, as shown 
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in Fig. 20.1 (c). Although the spacer layer increases the carrier mobility, it also reduces the 
electron concentration. Typical spacer layer thicknesses used in devices are 10 – 100 Å. 
A perspective view of the band diagram of a selectively doped heterostructure is shown in 
Fig. 20.2.  

 

By spatially separating electrons from their parent ionized dopants, selectively doped 
heterostructures have reduces ionized impurity scattering. Because the ionized impurity mobility 
has a temperatures dependence of T 3/2, the mobility gain is particularly pronounced at low 
temperatures. This is evident from Fig. 20.3 (a), which shows the schematic temperature 
dependence of the mobility of a bulk semiconductor and a selectively doped heterostructure. 
Figure 20.3 (b), shows the improvement that has been made during the period 1979 – 1989 when 
the pursuit of high electron mobilities, particularly at low temperatures, was a popular goal of 
many research groups. The increase in mobility in this period is testimony of advances in 
attaining lower background impurity concentrations and higher quality materials.  

At room temperature, the mobility increase is not as pronounced as it is at low temperature. a 
At a doping concentration of 1017 cm–3 n-type GaAs has a typically mobility of 4000 cm2/Vs. 
Selectively doped AlxGa1–xAs/GaAs heterostructures have typical mobilities of 5000 – 
8000 cm2/Vs.  
 
 
Exercise: Electron mobility in a selectively doped heterostructure. Consider bulk GaAs with a 
phonon-scattering mobility of μphonon = 8000 cm2/Vs. Assume an ionized-impurity-scattering 
mobility of μII = 8000 cm2/Vs.  
(a) What is the electron mobility in the bulk material?  
(b) What would be the electron mobility in an equivalent selectively doped heterostructure?  
 

Solution 
(a) The measured mobility can be obtained from Matthiessen’s rule according to μ–1 = 

μphonon
–1 + μII

–1 = (8000 cm2/Vs) –1 + (8000 cm2/Vs) –1 = (4000 cm2/Vs) –1. Thus the 
mobility of the bulk material is μ = 4000 cm2/Vs.  

 (b) In a selectively doped heterostructure, ionized impurity scattering is absent and thus 
μII → ∞. Thus measured μ–1 = μphonon

–1 + μII
–1 = (8000 cm2/Vs) –1 + (∞ cm2/Vs) –1 = (8000 

cm2/Vs) –1. Thus the mobility of the heterostructure would be μ = 8000 cm2/Vs.  
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20.2 Carrier concentration in selectively doped heterostructures 
The two-dimensional (2D) electron density of the electron gas at the interface of the two 
semiconductors is determined by two driving forces. First, electrons transfer from their parent 
donor states to the narrow-gap semiconductor due to the availability of states at lower energy. 
Second, an electric dipole field is created by the electron transfer whose charges consist of the 
depleted donor layer in the wide-gap semiconductor and the electron gas in the narrow-gap 
material. The transfer of electrons continues until the Fermi level of the electron gas coincides 
with the donor energy in the neutral region of the wide-gap semiconductor. 

The calculation of the electron density of a selectivity doped heterostructure is conveniently 
done by considering the energies of the electron states involved. The detailed conduction-band 
diagram of a selectively doped heterostructure is shown in Fig. 20.4. As an example, we 
consider an AlxGa1–xAs/GaAs heterostructure consisting of a doped AlxGa1–xAs region, an 
undoped AlxGa1–xAs spacer, and an undoped GaAs narrow-gap region. The purpose of the 
undoped AlxGa1–xAs spacer is to further spatially separate the free electrons from their parent 
ionized impurities. This separation was shown to further increase the electron mobility (Stormer 
et al., 1981). Next we consider the different energies involved in the heterostructure. 
 
(i)  Donor ionization energy, Ed: The thermal ionization energy of the shallow donor in GaAs 
and AlxGa1–xAs is approximately 5 meV. At low temperatures, the Fermi level coincides with the 
donor level in the un-depleted AlxGa1–xAs side of the heterostructure. 
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(ii)  Depletion energy, Edep: Assuming a three-dimensional (3D) doping concentration ND, the 
2D density of transferred electrons is given by 

 depD2DEG WNn =  (20.1) 

where Wdep is the (unknown) width of the depletion region. Any residual acceptor concentration 
is neglected. The magnitude of the electric field at the end of the depletion region can be 
obtained from Gauss’s law 

 2DEGdepD neWNe
ε

=
ε

=E  (20.2) 

The energy drop in the depletion region is then given by 

 
D

2
DEG2

2
depdep 22

1
N

neWeE
ε

== E  (20.3) 

In the case of ND → ∞, i. e. for δ-doping, the depletion region thickness and energy drop 
approach zero, i. e. Wdep → 0 and Edep → 0. 
 
(iii)  Spacer energy, Espacer: The energy drop in the spacer region is given by 

 spacer2DEG
2

spacerspacer WneWeE
ε

== E  (20.4) 

where Wspacer is the width of the spacer region. 
 
(iv) Conduction band discontinuity, ΔEc: The conduction band discontinuity is a materials 
parameter. For the material system AlxGa1–xAs/GaAs the conduction band discontinuity is given 
by 
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 Alg eV247.1
100
70

100
70 xEEc =Δ≈Δ  (20.5) 

where it is assumed that 70% of the bandgap discontinuity occurs in the conduction band. The 
factor 1.247 eV xAl expresses the change of the AlxGa1–xAs band gap with Al mole fraction 
(Casey and Panish, 1978). For a 32% Al mole fraction, the conduction band discontinuity 
calculated from Eq. (20.5) equals 279 meV. 
 
(v) Subband energy, E0: The ground-state energy of the triangular well can be obtained by a 
variational calculation using the trial function 

 zzAz α−=ψ e)(  (20.6) 

where α is the trial parameter and A is a normalization parameter. The wave function vanishes at    
z = 0, i. e. at the interface, as schematically shown in Fig. 20.5. The wave function decays 
exponentially in the triangular GaAs side of the barrier. The normalization condition 
〈 Ψ⏐Ψ 〉 = 1 yields the normalization constant A = 2 α3/2 and thus the normalized wave function 

 zzz α−α=ψ e2)( 2/3  (20.7) 

which is also called the Fang-Howard wave function (Fang and Howard, 1966). 

 

Calculation of the energy expectation value for this wave function yields 

 2
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where the potential energy Epot (z) = e E z. Minimizing the expectation value of the energy yields 
the trial parameter α according to 
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Insertion of the trial parameter α into Eq. (20.8) yields the ground-state energy of the triangular 
potential well 
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which can also be expressed in terms of the 2D electron density 
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(vi) Degeneracy energy of 2DEG, EF – E0. Due to the finite density of states, the Fermi level 
increases above the ground-state energy E0 at high free carrier densities. The energy EF – E0 is 
obtained as 

 2D
DOS2DEG0F /ρ=− nEE  (20.12) 

where ρDOS
2D is the two-dimensional density of states given by ρDOS

2D = m*/(π h2). The equation 
is valid for degenerate electron systems, where the Fermi – Dirac distribution can be 
approximated by a step function. 

The total energy balance of the heterostructure can be written as (see Fig. 20.4 for 
illustration) 

 ( ) c0F0spacerdepd EEEEEEE Δ=−++++  (20.13) 

where it is assumed that the Fermi energy is the same on both sides of the interface, i. e. the 
system is in equilibrium. All the energies in Eq. (20.13) can be expressed as a function of n2DEG 
which is then the only variable in the equation. It is not possible to explicitly solve the equation 
for n2DEG. However, the solution for n2DEG can be easily obtained numerically. 

Fully self-consistent calculations of the electron density in selectively doped heterostructures 
have been reported in the literature (Ando, 1982a and 1982b; Stern and Das Sarma, 1984; Vinter, 
1984). In such self-consistent calculations, the Schrödinger and Poisson equations are solved in 
an iterative process and many-body effects may be taken into account. Nevertheless, the results 
obtained from the approximate calculation described above compare favorably with the much 
more elaborate self-consistent calculations. In self-consistent calculations, the solution of 
Poisson’s equation is straightforward whereas the accurate solution of Schrödinger’s equation is 
more elaborate. Therefore, several groups used approximate solutions of the Schrödinger 
equation, including the variational solution (Stern, 1983; Fang and Howard, 1966) and the WKB 
approximation (Ando, 1985). 

As an example, the carrier density of the 2DEG calculated from Eq. (20.13) is shown in 
Fig. 20.6 as a function of the spacer thickness. The Al mole fraction used is x = 32% which leads 
to a conduction band discontinuity of ΔEC = 279 meV. Other parameters used are ε/ε0 = εr = 13.1 
and m* = 0.067m0. The structure is assumed to be doped at different doping levels as well as δ-
doped which results in a zero depletion energy Edep = 0. Figure 20.6 reveals that the electron 
density decreases for large spacer thicknesses. The values of n2DEG are lower for homogeneous 
doping as compared to the δ-doped case, as shown in Fig. 20.6. Delta-doped heterostructures 
were shown to have higher electron densities (Schubert et al., 1987) as well as higher electron 
mobilities (Schubert et al., 1989) as compared to their homogeneously doped counterparts. 
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20.3 Parallel conduction in selectively doped heterostructures 
Whereas the 2DEG mobility is high, it is low for the doped n-type AlxGa1–xAs layer. Therefore, 
to attain high mobilities, it must be ensured that the doped AlxGa1–xAs layer is depleted of free 
electrons and thus does not participate in the electron transport. Figure 20.7 (a) shows the band 
diagram of a selectively doped heterostructure in which the AlxGa1–xAs layer is completely 
depleted. In contrast, Fig. 20.7 (b) shows a heterostructure in which the AlxGa1–xAs layer is not 
completely depleted so that a second (parallel) conduction channel is formed in the AlxGa1–xAs.  

 

The figure illustrates the importance of having exactly the right thickness of the AlxGa1–xAs 
layer. That is, the AlxGa1–xAs thickness should be equal to the sum of the surface-depletion layer 
and interface depletion layer thickness. If the AlxGa1–xAs layer is too thick, parallel conduction 
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occurs. If the layer is too thin, the electron concentration in the 2DEG decreases. In both cases, 
the performance of field-effect transistors, made from the heterostructure, suffers. 

  Figure 20.7 (c) shows the band diagram of a selectively doped heterostructure in which a 
heavily doped n+-type GaAs cap layer has been included. Such heavily doped cap layers are used 
to reduce parasitic resistances in high-electron-mobility transistors (HEMTs) with a recessed 
gate structure, as will be further discussed in the following section.   

20.4 High electron mobility transistors 
High electron mobility transistors (HEMTs), which are also known by the name of modulation-
doped transistors (MODFETs) and heterostructure field-effect transistors (HFETs), were, 
when introduced in the 1980s, a new generation of transistors. They are based on high-mobility 
selectively doped heterostructures. Due to the clear advantages of HEMTs, they revolutionized 
compound semiconductor field-effect transistors. To date, most high-performance compound 
semiconductor field-effect transistors are based on the HEMT principle.  

 

The HEMT structure consists of the conventional source, gate and drain electrodes, as shown 
in Fig. 20.8. The conduction between the source and the drain is provided by the two-
dimensional electron gas (2DEG), i.e. the electron channel. The gate structure can be either 
planar or recessed as shown in Fig. 20.8 (a) and Fig. 20.8 (b), respectively. The recessed gate 
structure has the advantage of a lower access resistance but the disadvantage of an additional 
processing step, i.e. the gate-recess etch step.  

Due to the high mobility of electrons in the channel, the HEMT is a fast transistor. How does 
the high electron mobility make the HEMT a fast transistor? To answer this question, we recall 
that there are two basic models for the operation of an FET, one being Shockley’s gradual-
channel-approximation model and the other one being the saturated-velocity model.  

Without mathematical derivation, we give the transconductance of a MOSFET-like structure 
based on Shockley’s gradual-channel-approximation model: 

 ( )thGS
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VV
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Z

V
I

g −
με

==  (Shockley model) (20.14) 

where εWG and dWG is the electrical permittivity and thickness of the wide-gap material, 
respectively, and the other symbols have their usual meaning. The Shockley model makes clear 
what is needed for a high-transconductance transistor, namely 

• A high electron mobility, μ 
• A small distance between the gate electrode and the electron channel, dWG 

Both characteristics are afforded by the HEMT.  
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The realization that the electric field under the gate electrode is very high has motivated the 
saturated velocity model, which assumes that electrons drift with the saturated velocity model 
under the gate electrode. Without mathematical derivation, we give the transconductance of a 
MOSFET-like structure based on the saturated velocity model: 

 Zv
dV

I
g sat

WG

WG

GS

sat D,
sat m, d

d ε
−==  (Saturated velocity model) (20.15) 

This model indicates that the transconductance of a HEMT depends only on the saturated 
velocity and not on the mobility! It is important to keep in mind that both theoretical models are 
idealized, one assuming that the electron drift is purely mobility controlled, whereas the other 
one assuming that the electron drift is purely saturation-velocity controlled. Certainly the 
Shockley model has its limitations: The increase in electron mobility by, say a factor of 10, 
which can be achieved at low temperatures, does not result in an increase of gm by a factor of 10. 
Certainly the saturated-velocity model also has its limitations in that experiments generally show 
that a higher mobility does indeed increase the gm of a transistor.  Therefore we can state that gm 
benefits from the HEMT’s high mobility, but we would not go as far as stating that gm and μ are 
directly proportional.  

It is instructive to also examine the parasitic resistive elements of a HEMT. Figure 20.9 
distinguishes between the intrinsic or inner FET and the extrinsic or outer FET that can be 
accessed by external electrodes. The HEMT has a clear advantage in terms of a lower access 
resistance. Particularly the resistor Rch is very low for the HEMT because of the high channel 
mobility. Note that the electric field is much lower outside the inner FET, thereby taking full 
advantage of the high mobility.    

 

The low access resistance of the HEMT has two consequences: Firstly, low parasitic access 
resistances (particularly a low source resistance) result in a high transconductance. Secondly, low 
parasitic access resistances increase the device power-efficiency. Thirdly, every resistor creates 
white noise, so that the HEMT with its low access resistance exhibits excellent low-noise 
performance.    

The above discussion allows us to establish the following design principles for a HEMT:  

• Attain high concentration of the 2DEG by keeping spacer thickness small and by using a high 
doping concentration in the wide-gap material. 

• Attain high mobility by a large spacer-layer thickness (typical spacer-layer thicknesses of 
HEMTs are 10 – 50 Å). 

• Attain low access resistances by using a gate recess. The access resistance connects the outer 
FET accessible by probes with the inner FET.  

• Use doped wide-gap semiconductor with high energy gap (i.e. increase Al content, x, in 
AlxGa1–xAs/GaAs or AlxGa1–xN/GaN) to increase ΔEC and thus the 2DEG density. 
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• Use undoped narrow-gap semiconductor with low energy gap (i.e. increase In content, y, in 
AlxGa1–xAs/Ga1–yInyAs or AlxGa1–xN/Ga1–yInyN) to increase ΔEC and thus the 2DEG density. 

• Use a binary compound for spacer layer (e.g. AlAs or AlN) to reduce alloy scattering.  
• Use a quantum well heterostructure rather than a single-interface heterostructure and dope the 

top and bottom barrier layer of the quantum well. This results in a higher 2DEG density than 
the single-interface heterostructure that is doped only from one side.  

 
 
Exercise: Reduction of access resistance in HEMT by recessed gate structure. Explain how the 
access resistance is reduced in a HEMT that employs a recessed gate structure.  
 
 Solution: In the non-recessed region, parallel conduction occurs so that electrons can flow to 

the inner FET through the heavily doped n+-type GaAs cap layer as well as through the 
2DEG, as shown in Fig. 20.10. In the gate-recess region, the n+-type GaAs cap layer is 
etched away and the AlxGa1–xAs is completely depleted leaving only the high-mobility 
electron channel, as shown in Fig. 20.10.  

  Alternatively, a high conductivity in the non-recessed region can also be created by ion 
implantation into the non-recessed region.  

  To attain a good etch-depth control in the recessed gate region, selective wet etching in 
combination with an AlAs etch-stop layer is frequently employed.  

 

 
Exercise: Gain compression. The output characteristic of a HEMT is shown in Fig. 20.11. 
Inspection of the figure reveals that the gain (transconductance) is lower at VDS = 20 V than it is 
at VDS = 8 V. This phenomenon is called gain compression. What may be the reason for gain 
compression?    
 
 Solution: One possible explanation for gain compression is device heating, which reduces the 

electron mobility and thus the gain. Another possible explanation of gain compression is 
velocity saturation at high electric fields under the gate.  

 



Chapter 20 – Selectively doped heterostructures 

© E. F. Schubert Chapter 20 – page 11

 

Exercise: The mushroom gate. A gate with a T-shaped or mushroom-shaped gate cross section 
is shown in Fig. 20.12. What is the advantage of the mushroom gate?   
 
 Solution: A mushroom-shaped gate has a much larger cross section than a conventional gate 

electrode thereby reducing the resistance of the gate metal. A mushroom shaped gate is 
particularly desirable for devices with a very short (sub-μm) gate lengths, which would 
otherwise be very resistive.  
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